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Definition: Two sets A and B have the same cardinality (and write |A| = |B|) if there is a bijection
between A and B.

Say cardinality of A is ≤ cardinality of B (write |A| ≤ |B|) if there is an injection: A→ B.

Cardinality is an equivalence relation:

1. |A| = |A| (reflexive) (identity map)

2. |A| = |B| ⇐⇒ |B| = |A| (symmetric)

3. |A| = |B| and |B| = |C| =⇒ |A| = |C|

A
f→

1–1
onto

B
g→

1–1
onto

C

g ◦ f : A→ C1)

Example: Say A has n elements and |A| = |B|. Here f : A→ B is 1–1, onto.

=⇒ B has at least n elements, because f is 1–1.

=⇒ B has at most n elements because f is onto.

Thus B has n elements.

On the other hand, if A and B both have n elements then there exists a bijection: A→ B.
Say A = {a1, a2, . . . , an}, B = {b1, b2, . . . , bn}.
Define f(aj) = bj , bijection.
Therefore |A| = |B|.

Example: N ⊆ Z ⊆ Q ⊆ R
|N| ≤ |Z| ≤ |Q| ≤ |R|
since the embedding maps are injections

f
Z 0 1 −1 2 −2 3 −3 · · ·
N 1 2 3 4 5 6 7 · · ·

f : Z→ N is a bijection, therefore |N| = |Z|.

Definition: Say a set A is countable if it is either finite or |A| = |N|. Say A is countably infinite if
countable and infinite.
A is uncountable if it is not countable.
e.g., Z is countable.

1)bijection
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Countable sets can be written as a1, a2, a3, . . .

Have f : N→ A. Put aj = f(j).

Conversely, if there is such a list then just define bijection g : A→ N by g(aj) = j.

Q = { p/q : p ∈ Z, q ∈ N, (p, q) coprime }, |Q| = |N| figure: diagonal
winding through N2

e.g., |N× N| = |N|

Problem: |R2| = |R|

e.g., Any countable union of countable sets is countable. i.e.,

A =

∞⋃
i=1

Ai |Ai| = |N|

then |A| = |N|

Proof:

Ai = {a(i)1 , a
(i)
2 , a

(i)
3 , . . .}

= {a(i, 1), a(i, 2), . . .}

Proposition: If |A| ≤ |N| then either A is finite or |A| = |N|. figure: diagonal
winding through
a(i, j)

Corollary: Hence any subset of a countable set is countable.

PMATH 351 Lecture 2: September 16, 2009
Cardinality
|A| = |B| means there exists a bijection from A to B
|A| ≤ |B| means there exists an injection from A to B

Countable
either finite or cardinality = |N|
e.g., N,Z,Q

Proposition: If A is infinite and |A| ≤ |N| then |A| = |N|.

Lemma: Every infinite subset B of N is countably infinite.

Proof: Claim: Every non-empty subset X of N has a least element.
Why? Pick n ∈ X and look at { k ∈ X : k ≤ n }. This is a finite set of positive integers and has a least
element k1. k1 is the least element of X.

B is non-empty so it has a least element, call it b1.
B \ {b1} is non-empty so it has a least element, call it b2.
B \ {b1, b2} is non-empty so it has a least element, call it b3.
Repeat. Produces b1 < b2 < b3 < · · · .
Claim: B = {bn}∞n=1

Why? Take b ∈ B. Look at {n ∈ B : n ≤ b }2) = {b1, b2, . . . , bk}
=⇒ bk = b

Define f : B → N
bn 7→ n

}
bijection. Hence |B| = |N|.

Proof of Proposition: Have an injection F : A→ N.
Let B = F (A) ⊆ N.
Note that F : A→ B bijection.

2)say k elements
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Hence |A| = |B|. Since A is infinite, so is B.
By the lemma |B| = |N|. By transitivity |A| = |N|.

Example: [0, 1) = {x : 0 ≤ x < 1 } is uncountable.

Corollary: R is uncountable.

Proof: Assume false.

[0, 1) ⊆
injection

R bijection→ N︸ ︷︷ ︸
injection

=⇒ |[0, 1)| ≤ |N| =⇒ |[0, 1)| = |N|3)

Proof of Example: Suppose [0, 1) is countable, say = {ri}∞i=1.

ri = .ri1ri2ri3 · · · rij ∈ {0, 1, . . . , 9}

Let’s write a real number not on this list.

a = .a1a2a3 · · ·

a1 =

{
8 if r11 ∈ {0, 1, · · · , 4}
1 if r11 ∈ {5, 6, · · · , 9}

a2 =

{
8 if r22 ∈ {0, 1, · · · , 4}
1 if r22 ∈ {5, 6, · · · , 9}

· · · ak =

{
8 if rkk ∈ {0, 1, · · · , 4}
1 if rkk ∈ {5, 6, · · · , 9}

Say a = rk for some k.
But kth digit of ak does not agree with kth digit of rk so a 6= rk.
Thus R is a different level of infinity.

|N| = ℵ0 |R| = ℵ1

(1) Is R the “next level” of infinity?

(2) If A ⊆ R, and A is uncountable, is |A| = |R|?

(3) Does there exist a B such that |N| < |B| < |R|?

Continuum Hypothesis says (2) is yes (and (3) is no).
Answer is independent of set theory axioms.

Given set A, we can define P(A) = {all subsets of A}
e.g., A = {0, 1}, P(A) = {∅, {0}, {1}, {0, 1}}
If A has n elements then |P(A)| = 2n

Cantor’s Theorem: For any set A, |A| ≤ |P(A)| and |A| 6= |P(A)|.
(|P(A)| = 1)

Proof:
Injection: A→ P(A)

a 7→ {a}

Suppose there is a bijection g : A→ P(A): show this leads to a contradiction.
Let B = { a ∈ A : a /∈ g(a) }. g(a) ∈ P(A), therefore g(a) is a subset of A.
B ⊆ A =⇒ B ∈ P(A) so there exists x ∈ A such that g(x) = B because g is onto.
Is x ∈ B?
Try yes: say x /∈ g(x) = B: contradiction.
So the answer must be no: Means x ∈ g(x) = B: contradiction.
Either way we get contradiction. So there can be no bijection: A→ P(A).
Therefore |A| 6= |P(A)|.

3)countable
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Start with infinite set A
|A| < |P(A)| < |P(P(A))| < · · ·

Notation: Given set A, write 2A = { f : A→ {0, 1} }
e.g., |A| = n, |2A| = 2n = 2|A|

Theorem: |P(A)| = |2A|

PMATH 351 Lecture 3: September 18, 2009
2A = { f : A→ {0, 1} }
If A has n elements then |P(A)| = 2n and |2A| = 2n

Theorem: |2A| = |P(A)| for all sets A
Proof: Need to construct bijection g : P(A)→ 2A

Define g(B) = 1B
B ⊆ P(A) i.e., B ⊆ A

where 1B(x) =

{
1 1 if x ∈ B
0 0 if x /∈ B

1B ∈ 2A

Check g is 1–1 and onto.
First, if B 6= C then 1B 6= 1C so g(B) 6= g(C) =⇒ g is 1–1
Onto: Take f ∈ 2A

Put B = {x ∈ A : f(x) = 1 } =⇒ f(x) = 1B(x)
Therefore g(B) = f where g is a bijection.

Schroeder–Bernstein Theorem
If |A| ≤ |B| and |B| ≤ |A| then |A| = |B|.
Proof: Given injections f : A→ B and g : B → A. figure:

DC = g(f(D)C) and
D = (g(f(E)C))CDefine Q : P(A)→ P(A)

E 7→ (g(f(E)C))C

Want to find a set D such that Q(D) = D.
First, if E ⊆ F then Q(E) ⊆ Q(F ) because f(E) ⊆ f(F ) =⇒ f(E)C ⊇ f(F )C

=⇒ g(f(E)C) ⊇ g(f(F )C) =⇒ (g(f(E)C))C︸ ︷︷ ︸
Q(E)

⊆ (g(f(F )C))C︸ ︷︷ ︸
Q(F )

Let D = {E ⊆ A : E ⊆ Q(E) }.
Take D =

⋃
E∈D E

If E ∈ D then E ⊆ D
=⇒ Q(E) ⊆ Q(D)
Also E ⊆ Q(E) ⊆ Q(D) for all E ∈ D
hence D =

⋃
E∈D E ⊆ Q(D).

So D ⊆ Q(D) =⇒ Q(D) ⊆ Q(Q(D))
therefore Q(D) ∈ D.
So Q(D) ⊆ D.
Hence Q(D) = D
i.e., D = (g(f(D)C))C or DC = g(f(D)C).
Now define h : A→ B as follows:

h(x) =

{
f(x) if x ∈ D
g−1(x) for x ∈ DC and this is well defined because DC ⊆ Range g

If x ∈ DC then x ∈ g(f(D)C).
h is 1–1 since both f |D and g−1|DC are 1–1 and similarly is onto by construction.
Hence h is a bijection and |A| = |B|.
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Consequences

1. If A1 ⊆ A2 ⊆ A3 and |A1| = |A3| then also |A2| = |A3|.
Proof: A2

inj
↪→ A3︸ ︷︷ ︸

embedding

=⇒ |A2| ≤ |A3|

A3
bij→ A1

inj
↪→ A2︸ ︷︷ ︸

f

f : A3 → A2 is an injection =⇒ |A3| ≤ |A2|
By S–B, |A3| = |A2|.

2. |(0, 1)| = |[0, 1)| = |R| figure: arctan

[0, 1) ⊆ [0, 1) ⊆ R.
So enough to prove (0, 1) and R have same cardinality.

Let f(x) = arctanx by f : R→
bij

(−π2 ,
π
2 )

lin→
bij

(0, 1) figure: alternate
definition of f , line
between point (0, 1)
and r ∈ R, intersects
circle with centre
(0, 1) and radius 1 at
f(r)

3. |R| = |2N|, another proof that R is uncountable.
Show |[0, 1)| = |2N|.
Given r ∈ [0, 1) write its binary representation

r = .a1a2a3 . . . (where ai = 0 or 1)

Define fr(n) = an. Then fr : N→ {0, 1}, i.e., fr ∈ 2N.

Define Φ : [0, 1)→ 2N

r 7→ fr

Φ is 1–1 because r1 6= r2, then there exists n such that nth digits are different, so fr1(n) 6=
fr2(n) =⇒ fr1 6= fr2 .

But Φ is not onto because of non-uniqueness of binary representation.

Define Λ : 2N → [0, 1)

f 7→ .0f(1)0f(2)0f(3) . . .

Λ is 1–1, since one of the binary representations of a number with two forms ends with a tail of
1s, and Λ(f) never has a tail of 1s.

Therefore, by Schroeder–Bernstein, |2N| = |R|.

PMATH 351 Lecture 4: September 21, 2009
Definition of RRR:
ordered field, ⊇ Q and which satisfies the completeness axiom: Every increasing sequence that is
bounded above converges.

Given sequence (xn) bounded above means exists r ∈ R such that xn ≤ r for all n.

Converges means there exists x0 ∈ R such that for all ε > 0 there exists N such that |xn − x0| < ε for
all n ≥ N .

Consequence: Archimedian Property : Given any x ∈ R there exists n ∈ Z such that x < n.

Proof: Suppose not. Then there exists a real number r such that r ≥ n, for all n ∈ Z. Consider the
sequence {14), 25), 3, . . .}. This is a bounded above increasing sequence so by completeness axiom it

4)x1
5)x2
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converges, to say x0.
Then |xn − xn−1|6) ≤ |xn − x0|+ |x0 − xn+1| ≤ 1

4 + 1
4 for n large enough. 1 ≤ 1

2 , contradiction.

Example: Use Archimedian property to prove that for real numbers x < y,

∃p/q ∈ Q such that x ≤ p/q < y.

Definition: Given S ⊆ R, by an upper bound for S we mean r ∈ R such that if x ∈ S then x ≤ r.

If a set has an upper bound we say it is bounded above.

Example: Z has no upper bound.

Example: S =
{

1− 1
n : n = 1, 2, 3, . . .

}
, bounded above by 1 (or 2, or, . . . ), 1 = sup(S)

If a set has an upper bound, then there are infinitely many.

Definition: A least upper bound for S ⊆ R is an upper bound for S, call it B, with the property that
whenever A < B then A is not an upper bound for S. Notation: LUB(S) or sup(S).

Similarly define greatest lower bound of S, GLB(S) or inf(S).

(Exercise) Facts:

1. sup(S) is unique (if it exists)

2. If B is an upper bound for S and B ∈ S, then B = supS.

3. If (xn)∞n=1 is increasing and bounded above, and if S = {x1, x2, x3, . . .} then sup(S) = limn→∞ xn

4. B = sup(S) iff B is an upper bound for S and ∀ε > 0∃x ∈ S such that x > B − ε figure: real line

Completeness Theorem: If S ⊆ R is non-empty and bounded above then the sup(S) exists.
“no holes” property of R.

Proof: For this proof use notation z7) ≥ S8) to mean z ≥ x∀x ∈ S. Since S 6= ∅ so ∃y ∈ S. Put
x0 = y − 1. Proceed inductively to construct a sequence.
By the Archimedian property and the fact that S is bounded above, there exists N0 ∈ Z such that
x0 +N0 ≥ S. In fact, let’s make N0 the least integer that does this. N0 ≥ 1 since x0 + 0 = y − 1 and
y ∈ S.
Put x1 = x0 +N0 − 1 ≥ x0.
By definition of N0, x0+N0−1 fails to be ≥ S. Hence there exists s1 ∈ S such that s1 > x0+N0−1 = x1.
Futhermore x1 + 1 = x0 +N0 ≥ S. figure: (xi) on real

lineChoose smallest integer N1 such that x1 +N1/2 ≥ S (N1 = 1 or 2)
Put x2 = x1 + (N1 − 1)/2, fails ≥ S.
i.e., ∃s2 ∈ S with s2 > x2. Also x2 + 1/2 = x1 +N1/2 ≥ S.
Inductively define xn = xn−1+(Nn−1−1)/n where Nn−1 = least integer such that xn−1 +Nn−1/n ≥ S
By construction ∃sn ∈ S such that xn < sn, but xn + 1/n ≥ S.

=⇒ Nn−1 ≥ 1 =⇒ xn+1 ≥ xn

Produces a sequence (xn) that is increasing.
If B is an upper bound for S then xn ≤ B hence the sequence is bounded above.
By completeness axiom (xn) converges to say x0.
Claim: x0 = sup(S)

1. (xn) increasing, therefore xn ≤ x0, ∀n. Say ∃s ∈ S, s > x0. Then s− x0 > 1/N for some N ∈ N
=⇒ s > 1/N + x0 ≥ 1/N + xn, contradiction. Therefore x0 is an upper bound for S.

6)|n− (n+ 1)| = 1
7)∈ R
8)set
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2. Show ∀ε > 0 ∃x ∈ S such that x > x0 − ε.
Get xn such that xn > x0 − ε (since (xn)→ x0).
Know ∃sn ∈ S with sn > xn > x0 − ε.
By our characterization of sup, x0 = sup(S).

PMATH 351 Lecture 5: September 23, 2009
Review:
Completeness axiom: Every bounded above, increasing sequence converges.

Completeness Theorem: Every non-empty subset of R which is bounded above has a LUB or sup.

Definition: A sequence (xn) is Cauchy if for all ε > 0 there exists an N such that for all n,m ≥ N ,
|xn − xm| < ε.

exercise: Cauchy sequences are bounded.
Convergent sequences are Cauchy.

Theorem: (Completeness Property)
Every Cauchy sequence in R converges.
Say R is complete.

Limit Inferior and Limit Superior:
(xn) bounded sequence.

Consider the sets {xn, xn+1, . . .}: bounded sets (because entire
sequence is bounded)

Let An = inf{xn, xn+1, . . .} (exists by completeness)

(then) An ≤ An+1 =⇒ (An)∞n=1 increasing sequence.

(and) (An) is bounded above (UB for original sequence).
By completeness theorem, this sequence converges to

lim
n→∞

An = sup
n
An,

since increasing.

Notation: lim inf(xn)
def
= limn→∞An = supAn [also written as:

lim(xn)]

[Reason for
terminology lim inf:]

lim
n→∞

An = lim
n→∞

(inf{xn, xn+1, . . .})

= lim
n→∞

(
inf
j≥n

xj

)
lim sup(xn)9)

def
= lim

n→∞
(sup{xn, xn+1, . . .})

= lim
n→∞

(
sup
j≥n

xj

)
= inf

n

(
sup
j≥n

xj

)
lim sup(xn) ≥ lim inf(xn).

Always these exist for bounded sequence.

Example: x2n = 1 + 1
2n , x2n+1 = −1

2n+1 figure: xi on real line

A1 = x1

A2 = x3

A3 = x3

A4 = x5

A5 = x5


limAn = 0 =⇒ lim inf(xn) = 0

9)lim(xn)
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Similarly, lim sup(xn) = 1.

Theorem: L = lim sup(xn) if and only if ∀ε > 0, xn < L+ε, for all but finitely many n, and xn > L−ε
for infnitely many n.

L = lim inf(xn) if and only if ∀ε > 0, xn > L− ε, for all but finitely many n, and xn < L+ ε infinitely
often.

Problem:
Theorem: A bounded sequence (xn) converges if and only if lim inf xn = lim supxn, and in this case
the common value is limxn.

Proof: (=⇒) Say limxn = L. This means for all ε > 0, there exists N such that

|xn − L| < ε, ∀n ≥ N.

i.e., L− ε < xn < L+ ε, ∀n ≥ N .
By our characterization, L = lim sup(xn) = lim inf(xn).

(⇐=) Suppose lim supxn = lim inf xn = L.
We’ll see that L = limxn.
For ε > 0, want to find N such that |xn − L| < ε, ∀n ≥ N .

Since L = lim supxn, ∃N1 such that xn < L+ ε, ∀n ≥ N1.

Similarly, since L = lim inf xn, ∃N2 such that xn > L− ε, ∀n ≥ N2.

Take N = max(N1, N2).
Then ∀n ≥ N , L− ε < xn < L+ ε, ∀n ≥ N .
=⇒ L = limxn.

Proposition: Every bounded sequence (xn) has a subsequence which converges to lim sup(xn) and
(another) subsequence converging to lim inf(xn).

Proof: Let L = lim supxn. Know for all k, xn < L+ 1/k, ∀n ≥ Nk, and xn > L− 1/k, infinitely often.

Construct our subsequence: Pick n1 > N1 such that xn1
> L − 1/1. Since n1 > N1, we have

xn1
< L+ 1/1.

Pick n2 > max(n1, N2), such that xn2
> L− 1/2, and xn2

< L+ 1/2.

Repeat: Pick nk > nk−1 such that L+ 1/k > xnk > L− 1/k.

Consider the sequence (xnk)∞k=1. By construction it converges to L.

Bolzano–Weierstrass Theorem (Corollary): Every bounded sequence has a convergent subse-
quence.

PMATH 351 Lecture 6: September 25, 2009
Metric Spaces

Definition: A metric space is a set X with a metric (or distance function) d with d : X ×X → [0,∞)
satisfying

1. d(x, y) = 0 iff x = y

2. d(x, y) = d(y, x) ∀x, y ∈ X

3. d(x, y) ≤ d(x, z) + d(z, y) ∀x, y, z ∈ X, triangle inequality

Examples:

1. R, d(x, y) = |x− y|

2. Rn, d(x, y) = d2((x1, . . . , xn), (y1, . . . , yn)) =
(∑n

i=1(xi − yi)2
)1/2

= ‖x− y‖, Euclidean metric
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3. R2, d1(x, y) = |x1 − y1|+ |x2 − y2|, d1((1, 0), (0, 1)) = 2

4. R2, d∞(x, y) = max(|x1 − y1|, |x2 − y2|)
triangle inequality:

|x1 − y1| ≤ |x1 − z1|+ |z1 − y1|
≤ d∞(x, z) + d∞(z, y)

Similarly, |x2 − y2| ≤ d∞(x, z) + d∞(z, y)
=⇒ d∞(x, y) ≤ d∞(x, z) + d∞(z, y)
Think about what {x : d (x, 0) < 1 } looks like. figure: ∞-norm

square, 2-norm circle,
1-norm diamond5. X any set, d = discrete metric

d(x, y) =

{
0 if x = y

1 else

6. X = {x = (x1, . . . , xn) : xi = 0, 1 }

• 2 element set
d(x, y) = # indices i where xi 6= yi

• exercise, e.g., d((0, 1, 0), (1, 1, 0)) = 1

7. X = {bounded sequence (xn)} = l∞

vector space
d∞(x, y) = supn|xn − yn|
Example: x = (xn) = (1− 1/n), y = (yn), yn = 1/n
d∞(x, y) = supn|(1− 1/n)− 1/n| = 1
c0 = {(xn) which converge to 0} ⊆ l∞

8. l2 =
{

(xn)∞n=1 :
∑
|xn|2 <∞

}
d(x, y) =

( ∞∑
i=1

(xi − yi)2
)1/2

〈x, y〉 =
∑

xiyi

Define lp, 1 ≤ p ≤ ∞
lp =

{
(xn) :

∑
|xn|p <∞

}
Problem: l1 ( lp ( c0 ( l∞, 1 < p <∞

9. X = inner product space
d(x, y) =

√
〈x− y, x− y〉

Topology: (X, d) metric space
Ball (centred at x0 with radius r) in (R2, d2) =

{
x ∈ R2 : d(x, x0) < r

}
Definition: Given metric space (X, d) we let

B(x0, r) = {x ∈ X : d(x, x0) < r }, r > 0

ball centred at x0, radius r

Example:

1. In R, |·|, B(x0, r) = (x0 − r, x0 + r)

2. In R2, d1, balls are diamonds

3. X, discrete metric, B(x0, r) = {x0} for r ≤ 1, B(x0, r) = X for r > 1

9



Definition: Let U ⊆ X. Say x0 ∈ U is an interior point of U if ∃r > 0 such that B(x0, r) ⊆ U .
Write intU for set of interior points of U . Say U is open if every point of U is an interior point of U .

Example:

1. R figure: real line [0, 1)

U = [0, 1)

intU = (0, 1)

Which nonempty intervals are open sets? Open intervals (a, b)

2. ∅ is always open in any metric space
X is always open

3. R2 open in all d1, d2, d∞ figure: open strip in
R2

Problem: Show that the same open sets are produced by d1, d2 or d∞.

4. X, discrete metric
U ⊆ X, intU = U , since if x0 ∈ U then B(x0, 1) = {x0} ⊆ U .
Hence every set is open.

Proposition: Balls are open sets.

Proof: Consider the ball B(x0, r) and let z ∈ B(x0, r)
Put ρ = r − d(x0, z) > 0
Reqired to prove: B(z, p) ⊆ B(x0, r)
Fix w ∈ B(z, p)
Calculate

d(w, x0) ≤ d(w, z) + d(z, x0)

< ρ+ d(z, x0)

= r − d(x0, z) + d(z, x0) = r

=⇒ d(w, x0) < r =⇒ w ∈ B(x0, r)

Hence B(z, ρ) ⊆ B(x0, r), so z is an interior point of B(x0, r), and since z was an arbitrary point of
B(x0, r), this proves B(x0, r) is open.

PMATH 351 Lecture 7: September 28, 2009
Ball B(x0, r) = {x ∈ X : d(x, x0) < r } (r > 0, x0 ∈ X)
U ⊆ X is open if ∀u ∈ U ∃B(u, r) ⊆ U for some r > 0

Proposition: Balls are open sets.

Proposition:

1. If U1, U2 are open then U1 ∩ U2 is open.

2. If {Ui}i∈I are open then
⋃
i∈I is open.

Proof:

1. Let x ∈ U1 ∩ U2. Since x ∈ Ui and these are open, ∃ri > 0 such that B(x, ri) ⊆ Ui. Let
r = min(r1, r2) > 0 and then B(x, r) ⊆ B(x, r1) ⊆ B(x, r2) ⊆ U1 ∩ U2

U1 ∩ U2 is open

2. If x ∈
⋃
i∈I Ui then ∃i0 ∈ I such that x ∈ Ui0 . That set is open so ∃r such that B(x, r) ⊆ Ui0 ⊆⋃

i∈I Ui
=⇒

⋃
Ui is open.

10



Example: B(0, 1
n ) in R2.

⋂∞
i=1B(0, 1

n ) = {0}, not open.
This shows an infinite intersection of open sets need not be open.

Proposition: U is open iff U is a union of balls.

Proof: (⇐=) Any union of balls is a union of open sets, therefore is open.
(=⇒) Since U is open, ∀x ∈ U ∃B(x, rx) ⊆ U .
Claim U =

⋃
x∈U B(x, rx)

RHS ⊆ U as each B(x, rx) ⊆ U
But each x ∈ U belongs to B(x, rx), therefore U ⊆ RHS

Proposition: intU =
⋃
V⊆U
open

: says intU is the largest open subset of U

Proof: Let x ∈ intU . By definition ∃r > 0 such that B(x, r) ⊆ U .
B(x, r) is an open set in U therefore x ∈

⋃
V⊆U
V open

V −→ intU ⊆
⋃

V⊆U
V open

V

Pick x ∈
⋃

V⊆U
V open

V . Then x ∈ V some V ⊆ U , open.

So ∃B(x, r) ⊆ V ⊆ U =⇒ x ∈ intU =⇒
⋃

V⊆U
V open

V ⊆ intV

int(A ∪B)��
?
= intA ∪ intB

No:

1. (−1, 0]︸ ︷︷ ︸
A

∪ [0, 1)︸ ︷︷ ︸
B

int(A ∪B) = (−1, 1)
intA = (−1, 0), intB = (0, 1)

2. A = Q, B = R \Q
intA = ∅ = intB
int(A ∪B) = intR = R

Definition: A ⊆ X is closed if AC = X \A is open
Example:

1. R: which intervals are closed sets?

[a, b], [a,∞], (−∞, a], (−∞,∞)

[a, b) is not closed
because
(−∞, a) ∪ [b,−∞) is
not open as b is not
an interior point.

2. X, ∅ are both open and closed

3. Q ⊆ R is neither open nor closed

4. (X, d), {x0} is closed
Proof: Let z /∈ {x0}, i.e., z 6= x0 figure: line between

x0 and zConsider B(z, d(z, x0)). Verify that xn /∈ B(z, d(z, x0))
That’s true since B(z, d(z, x0)) = { y : d(y, z) < d(z, x0) } and y = x0 does not have that property.

Thus B(z, d(z, x0)) ⊆ {x0}C. Therefore {x0} is closed.

5. {x : d(x, x0) = r0 } is closed

6. Discrete space: Every set is closed (and open)

7. Z, |·|, B(n, r10)) = {n} figure: n− 1, n,
n+ 1 on real lineEvery set is open and closed.

Proposition:

1. Any intersection of closed sets is closed.

10)r ≤ 1
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2. A finite union of closed sets is closed.

Proof:

1. Let U =
⋂
Ui, Ui closed

UC =
(⋂

Ui

)C
=
⋃

UC
i︸︷︷︸

open︸ ︷︷ ︸
open

therefore U is closed

Definition: A point x ∈ X is an accumulation point11) of U ⊆ X if ∀r > 0, B(x, r) ∩ (U \ {x}) 6= ∅
(i.e., every ball about x contains a point of U other than x)
Equivalently: every open set V containing x satisfies

V ∩ (U \ {x}) 6= ∅.

Equivalently, ∀r > 0, B(x, r) ∩ U is infinte.

Take B(x, r): Find u1 ∈ B(x, r) ∩ (U \ {x}). figure: radii around
point x with u1, u2,
u3 increasingly closer
to x

Consider B(x, d(x, u1)) 3 u2, where u2 ∈ U \ {x}
(u2 6= u1, since u1 /∈ B(x, d(x, u1)))
Repeat to find a countably infinite set {ui} ⊆ U , with ui ∈ B(x, r).

Example:

1. U = [0, 1) in R figure: [0, 1) real line

1 is an accumulation point of U [but 1 is not in U .]
Everything in U is an accumulation point of U . Nothing else.

2. U = [0, 1) ∪ {2} in R. figure: [0, 1) ∪ {2}
real line2 is not an accumulation point: called isolated points.

PMATH 351 Lecture 8: September 30, 2009
Accumulation point: x ∈ X is an accumulation point of U ⊆ X if ∀r > 0, B(x, r) ∩ (U \ {x}) 6= ∅.

Example:

1. U = [0, 1) ∪ {2} in R
Accumulation points of U = [0, 1] figure: U on real line

2. Q in R: All points of R are accumulation points.

3. U = B(x0, 1) in R2 with any of these metrics d1, d2, d∞. figures: y on
boundard of B(x0, 1)Take y ∈ R2 with d(x0, y) = 1

These points are accumulation points in all 3 cases.
Now let U = B(x0, 1) in X.
Take y ∈ X with d(x0, y) = 1.
Is y an accumulation point of U?
Not if X is the discrete metric space.
Take B(y, 1/2) = {y}: Does it intersect U? No.

4. Any set U in discrete metric space

• No point is an accumulation point since balls of radius r ≤ 1 are singletons

Every point in discrete metric space is isolated.

5. Z: every point is isolated.

11)(cluster point, limit point)
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Theorem: A set U is closed if and only if U contains all its accumulation points.

Corollary:

1. Any finite set is closed

2. In the discrete metric space every set is closed

3. Any set with no accumulation points is closed.

Proof: (=⇒) Assume U is closed. Take x /∈ U and show x is not an accumulation point of U .
x ∈ UC and this set is open. Hence ∃r > 0 such that B(x, r) ⊆ UC. Thus B(x, r) ∩ U = ∅.
Therefore x is not an accumulation point of U .
(⇐=) Assume U contains all its accumulation points.
Show UC is open. Take x ∈ UC. By assumption x is not an accumulation point of U . Hence ∃r > 0
such that B(x, r) ∩ U = ∅, i.e., B(x, r) ⊆ UC. =⇒ UC is open =⇒ U is closed.

Notation: A = closure of A = A ∪ {accumulation points of A}

Notes: If A is closed then A = A
If A = A then all accumulation points of A are in A, therefore A is closed.
e.g., Q in R is R.

Theorem:

1. A is a closed set

2. A =
⋂
B closed
B⊇A

B

Proof:

1. Show that A
C

is open.

Let x ∈ AC
. Then x is not in A and even x is not an accumulation point of A.

Then ∃r > 0 such that B(x, r) ∩A = ∅.
Claim: B(x, r) ∩A = ∅. Say y ∈ B(x, r) ∩A.
Then y is an accumulation point of A. Since B(x, r) is an open set containing y, it would have to
intersect A. But we know it doesn’t.
This proves the claim.

=⇒ B(x, r) ⊆ AC
=⇒ A

C
is open =⇒ A is closed

2. exercise

Definition: A ⊆ X is dense if A = X
Definition: X is separable if it has a countable dense set
e.g., Q is dense in R and R is separable
Exercise: Show Rn is separable for all n

1. X discrete metric space: no proper subset is dense since every set is already closed.

2. If A is closed and dense in X, what is A? (any metric space)

A =︸︷︷︸
closed

A = X︸︷︷︸
dense

Example: c0 = { (xn)∞n=1 : xn → 0 } ⊆ l∞ = bounded sequences
d(x, y) = supn|xn − yn|
l1 = { (xn) :

∑
|xn| <∞} ⊆ c0

Show l1 is dense in c0.
Take x = (xn) ∈ c0 and consider B(x, r)

13



Pick N such that |xn| < r for all n ≥ N and put y = (x1, x2, . . . , xN , 0, 0, . . . )
y ∈ l1

d(x, y) = sup
n
|xn − yn|

= sup
n>N
|xn − yn|12)

= sup
n>N
|xn|

< r

This proves x ∈ l1. Therefore l1 is dense in c0.

Definition: BdyA = A ∩AC

1. Ball in R2: our “usual” understanding of boundary

2. BdyQ13) = R

3. BdyA, where A ⊆ X discrete metric space: A = A, AC = AC

therefore A ∩AC = A ∩AC = ∅

PMATH 351 Lecture 9: October 2, 2009
Bounded in RRRn:
A ⊆ Rn: say A is bounded if ∃M such that ‖x‖ < M ∀x ∈ A
⇐⇒ A ⊆ B(0,M) [figure]

Definition: A ⊆ X is bounded if ∃x0 ∈ X and M such that A ⊆ B(x0,M)
⇐⇒ ∀x ∈ X ∃MX such that A ⊆ B(x,MX)

(B(x0,M) ⊆ B(x,M + d(x0, x)))

Discrete metric space X:
X ⊆ B(x0, 1 + ε) for any ε > 0
X is bounded

Sequences in metric spaces:
Recall definition of convergence of (xn) in RN
∃x0 ∈ RN
∀ε > 0 ∃M such that ∀n ≥M
‖xn − x0‖14) < ε

Definition: Say (xn) in X converges if ∃x0 ∈ X such that ∀ε > 0
∃N with d(xn, x0) < ε ∀n ≥ N
i.e., xn ∈ B(x0, ε) ∀n ≥ N
Equivalently, the sequence of real numbers (d(xn, x0))∞n=1 converges to 0 in R.

Proposition: (xn)→ x0 if and only if ∀ open set U containing x0, ∃N such that xn ∈ U ∀n ≥ N .

Proof: (=⇒) Let U be an open set containing x0
∃ε > 0 such that B(x0, ε) ⊆ U (because U is open)
Since xn → x0 ∃N such that xn ∈ B(x0, ε)

15) ∀n ≥ N

Thus xn ∈ U ∀n ≥ N

(⇐=) B(x0, ε) is an open set containing x0.

12)since xn = yn for all n ≤ N
13)⊆ R
14)= d(xn, x0)
15)⊆ U

14



Exercise: Limits are unique.
Convergent sequences are bounded, i.e., {xn : n = 1, 2, . . . } is a bounded set.

Example: What do convergent sequences in discrete metric spaces look like? Must have xn = x0
∀n ≥ N for some N

Proposition: x ∈ E iff x = limxn where xn ∈ E

Proof: x ∈ E iff ∀n B(x, 1/n) ∩ E 6= ∅
(=⇒) If x ∈ E pick xn ∈ B(x, 1/n) ∩ E: Then (xn) is a sequence in E converging to x.
(⇐=) If xn → x then ∀ε > 0, B(x, ε) contains all xn

16), for n ≥ N
=⇒ B(x, ε) ∩ E 6= ∅, ∀ε > 0
=⇒ x ∈ E

Cauchy sequence: (xn) is Cauchy if ∀ε > 0 ∃N such that d(xn, xm) < ε ∀n,m ≥ N

Exercise: Every convergent sequence is Cauchy.
If a Cauchy sequence has a convergent subsequence, then the (original) sequence converges to the limit
of the subsequence.

Example: X = Q, |·|
Take xn ∈ Q, xn →

√
2 in R.

(xn) is a Cauchy sequence in Q.
But it does not converge (in metric space Q).

Definition: We say X is complete if every Cauchy sequence in X converges.
e.g., Rn is complete
Q is not complete.
Discrete metric space is complete.

Proposition: Any closed subset E of a complete metric space is complete.

Proof: Let (xn) be a Cauchy sequence in E
It’s also a Cauchy sequence in X. Hence ∃x0 ∈ X such that limxn = x0.
By previous proposition x0 ∈ E = E as E is closed.
Therefore (xn) converges in E.

Compactness:

Definition: An open cover {Gα} of a set X is a collection of open sets whose union contains X.

By a subcover of an open cover, {Gα}, we mean a subfamily of the Gαs whose union still contains X.

Definition: We say X is compact if every open cover of X has a finite subcover.

Example: R: not compact
{ (−n, n) : n ∈ N }: open cover with no finite subcover
X infinite discrete metric space: not compact, the open cover by singletons has no finite subcover

PMATH 351 Lecture 10: October 5, 2009
Definition: A ⊆ X is compact if every open cover of A has a finite subcover.

e.g., R not compact: { (−n, n) : n ∈ N } is an open cover with no finite subcover.

e.g., (0, 1) not compact: { (1/n, 1− 1/n) : n = 2, 3, . . . }

e.g., X any metric space
A = {a1, . . . , aN} any finite set is compact
Proof: Let {Gα} be an open cover of A
For each j = 1, . . . , N there exists Gαj from the collection such that aj ∈ Gαj . Then Gα1

, . . . , GαN are
a finite subcover of A.

16)∈ E
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e.g., X discrete metric space. Then A ⊆ X is compact if and only if A is finite.

• Saw on Friday that infinite sets in discrete metric space are not compact: just take {B(a, 1) : a ∈ A }

Characterization of compactness in RRRn:
Theorem: For A ⊆ Rn the following are equivalent:

(1) A is compact

(2) A is closed and bounded17)

(3) Every sequence from A has a convergent subsequence with the limit in A18)

Heine–Borel Theorem does not hold true in general metric spaces.

Proposition: Compact sets in metric spaces are alwasys closed.
Proof: Let K be a compact set. Want to prove KC is open.
Let x ∈ KC.
For all y ∈ K there exists ry > 0 such that

B(x, ry) ∩B(y, ry) = ∅

Consider {B(y, ry) : y ∈ K }: open cover of K
K is compact so there exists a finite subcover,
i.e., there exists B(y1, ry1), . . . , B(yN , ryN ) such that

N⋃
j=1

B(yj , ryj ) ⊇ K.

Let r = min(ry1 , . . . , ryN ) > 0.
Claim B(x, r) ∩K = ∅.
Say z ∈ B(x, r) ∩ K. Then there exists j ∈ {1, . . . , N} such that z ∈ B(yj , ryj ). So z ∈ B(x, r) ∩
B(yj , ryj ), but B(x, r) ⊆ B(x, ryj ), i.e., z ∈ B(x, ryj ) ∩B(yj , ryj ) = ∅ by construction.
Contradiction. Hence B(x, r) ⊆ KC =⇒ KC is open ⇐⇒ K is closed.

Proposition: Closed subsets of compact sets are compact.
Proof: Let F be a closed subset of compact set X.
Take an open cover {Gα} of F .
Then the collection of sets Gα together with the open set FC is an open cover of X.19)

Let Gα1 , . . . , GαN , (F
C)20) be a finite subcover of X.

Then Gα1 , . . . , GαN must cover F .
So the open cover {Gα} of F has a finite subcover.
Hence F is compact.

Proposition: Compact sets (in metric spaces) are bounded.
Proof: Let K be compact set and let x0 ∈ K.
Consider all balls B(x0, n), n = 1, 2, 3, . . .
If k ∈ K then d(x0, k) < n0 for some large enough integer n0
i.e., k ∈ B(x0, n0). Therefore

k ∈
∞⋃
n=1

B(x0, n)

=⇒ K ⊆
∞⋃
n=1

B(x0, n)

17)(1) and (2): Heine–Borel
18)(1) and (3): Bolzano–Weierstrass
19)
⋃
Gα ∪ FC ⊇ F ∪ FC = X

20)(because X is compact)
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Hence {B(x0, n) : n = 1, 2, . . . } is an open cover of K.
Since K is compact there must be a finite subcover, say B(x0, n1), . . . , B(x0, nL).
Say nL = max(n1, . . . , nL)
Then B(x0, nL) ⊇ B(x0, nj) for j = 1, 2, . . . , L

=⇒ K ⊆ B(x0, nL) =
⋃L

1 B(x0, nj)
Hence K is bounded.

Definition: ε-net : for A ⊆ metric space X is a finite set x1, . . . , xn ∈ X such that every element of A
has distance at most ε from at least one xj .
i.e., for all a ∈ A there exists j ∈ {1, . . . , n} such that d(a, xj) ≤ ε.
If take ε′ > ε then

⋃n
j=1B(xj , ε

′) ⊇ A.

Definition: Say A is totally bounded if for all ε > 0 there exists ε-net for A.
e.g., X discrete metric space.
There is a 1-net (consisting of one element)
But no 1− ε net if X is infinite.
So if X is infinite it is not totally bounded.

Proposition: Totally bounded =⇒ bounded.
Proof: Take a 1-net for the totally bounded set A, say x1, . . . , xk.
=⇒

⋃k
j=1B(xj , 3/2) ⊇ A

Take B(x1, max
j=1,...,k

d(x1, xj) + 1 + 3/2︸ ︷︷ ︸
r

) ⊇ B(xj , 3/2) for all j.

Then A ⊆ B(x1, r)

PMATH 351 Lecture 11: October 7, 2009
Totally bounded
ε-net : for a set A ⊆ X is a finite set {x1, . . . , xn} ⊆ X such that for all x ∈ A there exists j such that
d(xj , a) ≤ ε.

Totally bounded means A has an ε-net for all ε > 0.

Totally bounded =⇒ bounded.

Bounded 6=⇒ Totally bounded: as discrete metric space is bounded, but not totally bounded.

Example: A = Ball in RRR2 figure: circle with
ε-grid

Take the set of bottom left corner points from the squares of the ε-grid that intersect the ball A. Call
this finite set {x1, . . . , xN}.

B(xj ,
√

2ε) ⊇ square that xj is a corner of

So
⋃N
j=1B(xj ,

√
2ε) ⊇ A

hence {x1, . . . , xN} are an
√

2ε-net for A. → A totally bounded.
Same idea works for a ball in Rn.

Fact: If U ⊆ V and V is totally bounded, then U is totally bounded.
Proof: Take same ε-net for U as for V .

Proposition: In Rn, bounded =⇒ totally bounded.
Proof: A bounded set is a subset of a ball, and balls in Rn are totally bounded.

Proposition: Compact =⇒ totally bounded
Proof: Let A be compact. Consider {B(x, ε) : x ∈ A }. This is an open cover for A, so there is a finite
subcover, say B(x1, ε), . . . , B(xn, ε), i.e.,

⋃n
1 B(xj , ε) ⊇ A

=⇒ {x1, . . . , xn} are an ε-net for A.
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Exercise: A bounded =⇒ A bounded.

Proposition: A totally bounded, then A is totally bounded.
Proof: Let {x1, . . . , xn} be an ε-net for A.
Given x ∈ A, there exists a ∈ A such that d(x, a) < ε.
∃j such that d(xj , a) ≤ ε
Therefore d(x, xj) ≤ d(x, a) + d(a, xj) < 2ε
So {x1, . . . , xn} are an 2ε-net for A.

Goal is to prove metric spaces are compact if and only if it is complete and totally bounded.

Note: For A ⊆ Rn, A is complete if and only if A is closed
Proof:

1. In any metric space complete implies closed because of the following argument. Let x be an
accumulation point of the complete space A. Get {an} ⊆ A such that an 7→ x. Then (an) is a
Cauchy sequence in the complete space A. By definition of completeness there exists a ∈ A such
that an → a. By uniqueness of limits, x = a ∈ A.
Therefore A is closed.

2. Any closed subset of a complete metric space is complete. In particular, any closed subset of Rn
is complete.

Theorem (Cantor’s): If A1 ⊇ A2 ⊇ · · · are non-empty, closed sets in a complete metric space X and

diamAn = sup{ d(x, y) : x, y ∈ An } → 0,

then
⋂∞
n=1An is exactly one element.

e.g., To see “closed” is necessary, take An = (0, 1/n). Here
⋂∞
n=1An = ∅. figure: open sets on

real line
Proof: Pick xn ∈ An. If k ≥ N , then xk ∈ Ak ⊆ AN . So {xk : k ≥ N } ⊆ AN =⇒ d(xj , xk) ≤
diamAN if j, k ≥ N .
i.e., {xn} is Cauchy and therefore converges21) to some x0 ∈ X. Consider the subsequence (xn)∞n=N ⊆
AN and has the same limit x0. But AN is closed, therefore x0 ∈ AN . This is true for all N , therefore
x0 ∈

⋂∞
N=1AN .

Now suppose x0, y0 ∈
⋂∞
n=1An.

Then x0, y0 ∈ An for all n, so d(x0, y0) ≤ diamAn
22) for all n.

=⇒ d(x0, y0) = 0 =⇒ x0 = y0.

Definition: A collection of sets has the F.I.P. (finite intersection property) if every finite intersection
is non-empty.
e.g., nested family of sets.

∗ Theorem: The following are equivalent for a metric space X:

(1) X is compact.

(2) Every collection of closed subsets of X with the F.I.P. has non-empty intersection.

(3) Every sequence in X has a convergent subsequence (limit in X)23)

(4) X is complete and totally bounded.

Corollary: (Heine–Borel): In Rn, compact ⇐⇒ closed and bounded.

Corollary: compact =⇒ closed and bounded.
(since complete =⇒ closed, and totally bounded =⇒ bounded).

PMATH 351 Lecture 12: October 9, 2009
21)→ 0 as N →∞
22)→ 0
23)(1) and (3): Bolzano–Weierstrass Theorem
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Theorem: The following are equivalent for a metric space X:

(1) X is compact

(2) Every collection of closed subsets of X with the F.I.P. has non-empty intersection.

(3) Every sequence in X has a convergent subsequence (limit in X)

(4) X is complete and totally bounded

1 ⇐⇒ 4: Analogue of the Heine–Borel
1 ⇐⇒ 3: Bolzano–Weierstrass Theorem

Cantor’s Intersection Theorem
If A1 ⊇ A2 ⊇ A3 ⊇ · · · are non-empty, closed subseteq of a complete metric space X and

diamAn ≡ sup
n
{ d(x, y) : x, y ∈ An } → 0

then
⋂∞
n=1An is one point.

Proof: (4 =⇒ 1): Suppose X is not compact. Say {Uα} is an open cover of X that has no finite
subcover.
Notation: D(x0, r) = {x ∈ X : d(x, x0) ≤ r }
Exercise: closed set
X is totally bounded so there is a 1

2 -net for X, say {x(1)1 , . . . , x
(1)
n1 }

so

n1⋃
j=1

D
(
x
(1)
j , 12

)
= X.

Since there are only finitely many closed balls D(x
(1)
j , 12 ), j = 1, . . . , n, needed to cover X, at least one

of these balls cannot be covered by only finitely many Uα.

Say D(x
(1)
1 , 12 ) ≡ X0: closed set.

Notice diamX0 = 1 = 1
20 .

X0 ⊆ X so X0 is totally bounded.

Let {x(2)1 , . . . , x
(2)
n2 } be a 1

4 -net for X0.

Hence
⋃n2

j=1D(x
(2)
j , 14 ) ∩X0 = X0.

At least one of the sets D(x
(2)
j , 14 ) ∩X0 is not covered by only finitely many Uαs,

say D(x
(2)
1 , 14 ) ∩X0 ≡ X1.

X1
24) ⊆ X0, diamX1 ≤ 1

2 = 1
21

Repeat to get closed sets X0 ⊇ X1 ⊇ X2 ⊇ · · ·
diamXj ≤ 1

2j and each set Xj cannot be covered by only finitely many Uα.
Each Xj is non-empty (else could cover with finitely many Uαs).
By Cantor’s intersection theorem,

∞⋂
n=1

Xn = {x0} (singleton)

Since
⋃
Uα = X, there exists α0 such that x0 ∈ Uα0

.
As Uα0 is open there exists ε > 0 such that B(x0, ε) ⊆ Uα0 .
Take n such that 1

2n < ε and consider Xn, diamXn ≤ 1
2n . If y ∈ Xn then because x0 ∈ X we have

d(x0, y) ≤ diamXn ≤ 1
2n < ε =⇒ y ∈ B(x0, ε).

So Xn ⊆ B(x0, ε) ⊆ Uα0
.

Hence Xn is covered by only one set Uα0
: contradiction to choice of Xn.

Thus X must be compact.

24)closed
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(1 =⇒ 2): Recall the sets {Uα} have the FIP if any finite intersection of these sets is non-empty.

Let {Aα} be closed subsets of X and suppose
⋂
αAα = ∅. We will prove some finite intersection is

empty.

AC
α : open sets(⋃

AC
α

)C
=
⋂
Aα = ∅

=⇒
⋃
AC
α = X

hence the sets {AC
α} are an open cover of X.

By compactness (1) there exist infinitely many sets

AC
α1
, . . . , AC

αn such that

n⋃
i=1

AC
αi = X

=⇒
n⋂
i=1

Aαi =

( n⋃
i=1

AC
αi

)C

= ∅

(2 =⇒ 3): Let (xn) be a sequence in X.
Define Sn = {xk : k ≥ n }
Sn: non-empty, closed, Sn ⊆ Sn−1
Exercise: A ⊆ B =⇒ A ⊆ B⋂N

1 Sk = SN , hence any finite intersection is non-empty. Therefore {Sn} has FIP.
By assumption (2),

⋂∞
n=1 Sn 6= ∅. Say x ∈

⋂∞
1 Sn =⇒ x ∈ Sn for all n. So given any ε > 0 and any n,

there exists yn ∈ Sn such that d(x, yn) < ε. Note yn = xk for some k ≥ n.
Start with n = 1, ε = 1. Get y1 ∈ S1 such that d(x, y1) < 1, say y1 = xk1 .
Take n = k1 + 1, ε = 1

2 .
Find yn ∈ Sn such that d(x, yn) < 1

2
yn = xk2 with k2 ≥ n > k1
Repeat with n = k2 + 1, ε = 1

4 and get xk3 such that d(xk3 , x) < 1
4 and k3 > k2.

This produces k1 < k2 < · · · , and terms xkj such that d(xkj , x) < 1
2j−1 .

{xkj}
∞
j=1 is a subsequence of {xn}, and clearly xkj → x.

Hence the sequence (xn) has a convergent subsequence.

PMATH 351 Lecture 13: October 14, 2009
Theorem: The following are equivalent

1. X is compact

3. Every sequence X has a convergent subsequence (limit in X)

4. X is complete and totally bounded

To finish the proof do (3 =⇒ 4)

(i) Prove X is complete.
Let (xn) be a Cauchy sequence in X.
By assumption (3), (xn) has a convergent subsequence. A Cauchy sequence with a convergent
subsequence converges.
=⇒ X is complete.

(ii) Prove X is totally bounded.
Assume not. Then for some ε > 0 there is no ε-net.
Take x1 ∈ X. Then {x1} is not an ε-net.
So there exists x2 ∈ X such that d(x1, x2) > ε.
Consider {x1, x2}: not an ε-net.
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So there exists x3 ∈ X such that d(x1, x2) > ε and d(x2, x3) > ε.
Repeat: Get {xn}∞n=1 such that d(xn, xj) > ε for all j = 1, . . . , n − 1, i.e., d(xi, xj) > ε for all
i 6= j.
This sequence has no Cauchy subsequence, so no convergent subsequence: contradicting assumption
(3).

Example: Cantor Set ⊆ [0, 1].

• compact, empty interior
perfect → closed set in which every point is an accumulation point.

Construction: C0 = [0, 1]
C1 = [0, 13 ] ∪ [ 23 , 1] C2 = union of 4 = 22 intervals of length 1

9 = 1
32 figures of C0, C1, C2

Cn = union of 2n closed intervals, each of length 3−n with gap between any two intervals ≥ 3−n

Cn is closed ⊆ [0, 1], therefore compact.
Cn ⊆ Cn−1
Cantor set C =

⋂∞
n=1 Cn: closed ⊆ [0, 1], therefore compact.

0, 1 ∈ C. 1
3 ,

2
3 ,

1
9 ,

2
9 , . . . ∈ C: C contains all endpoints of Cantor intervals.

Empty interior: Say I = (a, b) ⊆ C.
=⇒ I ⊆ Cn for all n.
Pick n such that 3−n < b− a = |I|.
But then I 6⊂ Cn since the longest intervals in Cn are length 3−n.
=⇒ contradiction

Perfect: Let x0 ∈ C. Fix ε > 0.
Pick n such that 3−n < ε.
x0 ∈ Cn =⇒ x0 lies in a Cantor interval of step n, of length 3−n.
a, b ∈ C x0 between a and b,

in an interval of
length 3−n

d(x0, a), d(x0, b) ≤ 3−n < ε
Hence B(x0, ε) ∩ (C \ {x0}) is non-empty.
Since B(x0, ε) ∩ C ⊇ {a, b}

Proposition: A non-empty, perfect set E in Rk is uncountable.
Proof: E must be infinite since it has accumulation points.
Assume E = {xn}∞n=1 (i.e., E is countably infinite)
Put k1 = 1.
Look at B(xk1 , 1) = B(x1, 1) ≡ V1: open set containing x1.
Since x1 is an accumulation point of E1 there exists e ∈ V1 \ {x1}, e ∈ E
Pick least integer k2 > k1 such that xk2 ∈ V1 ∩ E, xk2 6= xk1
Pick V2 open, contains xk2 and satisfies V2 ⊆ V1 and xk1 /∈ V2. figure: xk1 in V1 and

xk2 in V2(e.g., V2 = B(xk2 , r) where r = 1
2 min(d(xk1 , xk2), 1− d(xk1 , xk2)))

Consider V2 ∩ E \ {xk2}: non-empty
Pick minimal k3 such that xk3 ∈ V2 ∩ E \ {xk2}.

By construction k3 > k2. xk2 /∈ V3
Assume we have chosen xkn ∈ E ∩ Vn−1 \ {xkn−1

} with kn > kn−1 and minimal; open sets Vn 3 xkn .

Vn ⊂ Vn−1 and xkn−1 /∈ Vn.
As xkn is an accumulation point of E, we can choose kn+1 minimal such that xkn+1

∈ Vn ∩ E \ {xkn}.
Then kn+1 > kn.
Get Vn+1 open such that Vn+1 ⊂ Vn and xkn /∈ Vn+1

Put Kn = Vn ∩ E25)

⊆ Vn−1 ∩ E ⊆ Vn−1 ∩ E = Kn−1

so K1 ⊇ K2 ⊇ · · ·
25)non-empty, closed
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Kn ⊆ K1 ⊆ B(x0, 1)26).

Since nested, have FIP. By characterization of compactness (2),
⋂∞
n=1Kn 6= ∅.

Now, x1 /∈ V2, therefore x1 /∈
⋂
Kn; x2 /∈ V1, therefore x2 /∈

⋂
Kn. xk2 /∈ V3, therefore xk3 /∈

⋂
Kn.

x2+1 /∈ V2, . . . ; xkj ∈ Vj+1, therefore xkj /∈
⋂
Kn.

=⇒ xj /∈
⋂
Kn, for any j, and Kn ⊆ E.

Therefore
⋂
Kn = ∅: contradiction.

PMATH 351 Lecture 14: October 16, 2009
Midterm: Friday October 23 here at 1:30.
Up to end of compactness. Additional office

hours Tuesday 2–3.
Not proof of 1) Schroeder–Bernstein, 2) Perfect set in Rk are uncountable.

Continuity: f : X → Y , X, Y metric spaces

Definition: Say f is continuous at x0 ∈ X, if for all ε > 0 there exist δ > 0 such that whenever
dX(x0, y) < δ27) then dY (f(x0, f(y))) < ε28). figure: f takes a

point in a ball in X
to one in YSay f is continuous if it is continuous at every point of its domain.

Examples:

1. Constant functions are always continuous.

2. Identity map: X → X. Take δ = ε.

3. Identity map: (R,usual metric)29) → (R,discrete metric)30)

• not continuous
Take ε ≤ 1, then BY (Id(x0)31), ε) = {x0}.
So to have Id(y) = y ∈ BY (x0, ε) means y = x0.
But for all δ > 0, BX(x0, δ) contains infinitely many points.
So it contains some y 6= x0. But then Id(y) /∈ BY (Id(x0), ε).

4. If x0 is not an accumulation point of X then any f is continuous at x0.
Proof: If δ > 0 is small enough as B(x0, δ) = {x0}, then clearly if y ∈ B(x0, δ) then f(y) ∈
B(f(x0), ε) for all ε > 0
Corollary: If f : X → Y where X is the discrete metric space then f is continuous.

5. (X, d) any metric space and a ∈ X.
Then f(x) = d(a, x) is continuous, where f : X → R.
Proof:

f(x)− f(y) = d(a, x)− d(a, y)

≤ d(a, y) + d(x, y)− d(a, y) = d(x0, y)

f(y)− f(x) ≤ d(x, y)

=⇒ |d(a, x)32) − d(a, y)33)| ≤ d(x, y)

So take δ = ε.

26)compact in Rk
27)y ∈ B(x0, δ)
28)f(y) ∈ B(f(x0), ε)
29)X
30)Y
31)x0
32)= f(x)
33)= f(y)
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Proposition: f is continuous at x if and only if whenever (xn) is a sequence in X converging to x;
then the sequence (f(xn)) converges to f(x).
Proof: ( =⇒ ) Let xn → x.
Take ε > 0. Get δ by continuity so that d(x, y) < ε =⇒ d(f(x), f(y)) < ε.
Get N such that d(xn, x) < δ for all n ≥ N .
Take n ≥ N , then d(f(xn), f(x)) < ε by definition of N and δ.
(⇐=) Suppose f is not continuous at x. Then there exists ε > 0 such that for every δ > 0 there exists
y = y(δ) with d(x, y) < δ but d(f(x), f(y)) ≥ ε.

Take δ = 1
n and put xn = y( 1

n ).
Then d(x, xn) < 1

n , so xn → x.
But d(f(x), f(xn)) ≥ ε =⇒ f(xn) 6→ f(x)
Contradiction.

Exercise: f, g : X → R continuous then so are f ± g, fg, f/g if g(x) 6= 0.

Alternate way to look at continuity:
f continuous at x0 if and only if for all ε > 0 there exists δ > 0 such that

f(B(x0, δ)) ⊆ B(f(x0), ε)

if and only if B(x0, δ) ⊆ f−134)(B(f(x0), ε)), where f−1(v) = {x : f(x) ∈ V }.
=⇒ x0 ∈ int f−1(B(f(x0), ε))

Theorem: The following are equivalent: for f : X → Y

1. f is continuous

2. for all V open in Y , f−1(V ) is open in X.

3. for all F closed in Y , f−1(F ) is closed in X.

Proof: (1 =⇒ 2): Let V be open in Y , and suppose x0 ∈ f−1(V ), i.e., f(x0) ∈ V .
Hence there exists ε > 0 such that f(B(x0, δ)) ⊆ B(f(x0, ε)) ⊆ V .
By continuity, there exists δ > 0 such that f(B(x0, δ)) ⊆ B(f(x0), ε) ⊆ V .

=⇒ B(x0, δ) ⊆ f−1(V ) =⇒ x0 is an interior point of f−1(V )

=⇒ f−1(V ) is open.

PMATH 351 Lecture 15: October 19, 2009
Continuity
f : X → Y is continuous at x if ∀ε > 0 ∃δ > 0 such that f(B(x, δ)) ⊆ B(f(x), ε) ⇐⇒ B(x, δ) ⊆
f−1(B(f(x), ε))

Theorem: f : X → Y . The following are equivalent:

1. f is continuous

2. ∀V open in Y , f−1(V ) is open in X.

3. ∀F closed in Y , f−1(F ) is closed in X.

Proof: (1 =⇒ 2): X
(2 =⇒ 1): For each x ∈ X, check that f is constant at x.
Put V = B(f(x), ε): open in Y
By (2), f−1(B(f(x), ε)) is open in X.

x ∈ f−1(B(f(x), ε)) so since the set is open there exists δ > 0 such that B(x, δ) ⊆ f−1(B(f(x), ε)),
i.e., f is continuous at x ∈ X.

34)preimage
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(2 =⇒ 3): Let F be a closed set in Y .
FC is open set in Y . By (2), f−1(FC) is open in X.

f−1(FC) =
{
x ∈ X : f(x) ∈ FC

}
= {x : f(x) /∈ F } =

{
x : x /∈ f−1(F )

}
= X \ f−1(F ) = (f−1(F ))C︸ ︷︷ ︸

open

=⇒ f−1(F ) is closed

Corollary: If f : X → Y , g : Y → Z, continuous then g ◦ f : X → Z is continuous.
Proof: Let V ⊆ Z be open. (g ◦ f)−1(V ) = {x : g(f(x)) ∈ V }
⇐⇒ f(x) ∈ g−1(C) ⇐⇒ x ∈ f−1(g−1(V )︸ ︷︷ ︸

open

)

→ open as f, g are continuous figure:

X
f→ Y

g→ Z ⊆ V
and g−1(v) takes V
to Y and
f−1(g−1(v)) takes Y
to X

Examples:

1. f : (0, 1)→ R

open does not
necessarily go to
open

x 7→ 1

2. f : R
closed

→ (−π2 ,
π
2 )

onto open set

closed does not have
to go to closed

f(x) = arctan(x)

3. f : (−π2 ,
π
2 )→ R

onto bounded 6=⇒
boundedf(x) = tanx

Theorem: Let f : K → X be continuous and K compact. Then f(K) is compact.
Proof: Let {Uα} be an open cover of f(K).
Then f−1(Uα) are open because f is continuous.
If x ∈ K, then f(x) ∈ f(K) so f(x) ∈ Uα for some α =⇒ x ∈ f−1(Uα). Hence {f−1(Uα)} form an
open cover of K.
Since K is compact there is a finite subcover, say f−1(Uα1

), . . . , f−1(Uαn).
Then Uα1 , . . . , Uαn are a finite subcover of f(K) because if f(x) ∈ f(K) for some x ∈ K then
x ∈ f−1(Uαi) (since these cover K), i.e., f(x) ∈ Uαi .
Hence f(K) is compact.

Corollary: (E.V.T.) If K is compact and f : F → R is continuous then f attains minimum and
maximum values.

Proof: f(K) is compact in R, i.e., closed and bounded.
Let a = sup f(K) and b = inf f(K) (exist as f(K) is

bounded)a, b ∈ f(K) since it is closed,
i.e., ∃x1, x2 ∈ K such that a ∈ f(x1), b = f(x2)

Corollary: If f : K → R is continuous, K compact and f > 0 on K then ∃δ > 0 such that f(x) > δ
∀x ∈ K.

Proof: Take δ = f(x1) where f(x1) = minimum value of f on K.

Corollary: If f : X → Y continuous bijection, X compact, then f is a homeomorphism, i.e., f−1 is
also continuous.

Proof: (f−1)−1(F 35)) = f(F ) f−1 : Y → X ⊆
F →

(f−1)(F )
Y

Let F ⊆ X be closed. But X is compact, therefore F is compact.
Here f(F ) is compact and hence closed. Thus (f−1)−1(F ) is closed, so f−1 is continuous.

Example:

f : [0, 2π)→ boundary unit ball in R2

t 7→ (cos t, sin t)

35)closed
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figure: unit circle• bijection

• continuous

But f−1 is not continuous
f−1(1, 0) = 0,
but f−1(cos(2π − ε), sin(2π − ε)) = 2π − ε.

Uniform Continuity
Definition: f is uniformly continuous if ∀ε > 0, ∃δ > 0 such that if d(x, y) < δ, then d(f(x), f(y)) < ε. [i.e., δ is independent

of x]
Note: Uniform continuity =⇒ continuity; but not conversely.

Example:

1. f(x) = 1
x on (0, 1) is continuous, but not uniformly continuous.

2. f(x) = x2 on R is continuous, but not uniformly continuous.

Example 1: Prove it is not uniformly continuous.
Take ε = 1. Suppose δ < 1 worked.
Take x = δ

2 , y = δ
4 . Then d(x, y) < δ.

But |f(x)− f(y)| = | 2δ −
4
δ | =

2
δ > 1 = ε,

Example 3: f : [a, 1]→ R (a > 0)
f(x) = 1

x : Is uniformly continuous.

|f(x)− f(y)| =
∣∣∣∣ 1x − 1

y

∣∣∣∣ =

∣∣∣∣y − xxy

∣∣∣∣ ≤ |y − x|a2
≤ δ

a2
≤ ε.

Take δ = εa2.
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Proposition: Let X be compact and f : X → Y continuous. Then f is uniformly continuous.

Proof: Let ε > 0. ∀x ∈ X ∃δx > 0 such that if d(x, y) < δx then d(f(x), f(y)) < ε.
Look at {B(x, δx/2) : x ∈ X }: open cover of compact set X.
Take a finite subcover, say B(x1, δx1

/2), . . . , B(xn, δxn/2)
Let δ = min(δx1/2, . . . , δxn/2) > 0
Suppose d(x, y) < δ. There is some i such that x ∈ B(xi, δxi/2) =⇒ d(x, xi) < δxi/2 < δxi so by
choice of δxi , d(f(x), f(xi)) < ε.
Calculate d(y, xi) ≤ d(y, x) + d(x, xi) < δxi/2 + δxi/2 = δxi
=⇒ d(f(y), f(xi)) < ε

Hence d(f(x), f(y)) ≤ d(f(x), f(xi)) + d(f(y), f(xi)) < ε+ ε = 2ε

=⇒ f is uniformly continuous.

Connectedness:
Definition: X is not connected if X = U ∪V where U, V are both open and non-empty and U ∩V = ∅.

Note UC = V and V C = U , therefore U, V are closed also.

E ⊆ X is connected means E 6= (E ∩ U) ∪ (E ∩ V ) where U, V open in X, E ∩ U , E ∩ V are disjoint
and E ∩ U , E ∩ V are both non-empty.

Example:

1. E = (0, 1) ∪ (2, 3): not connected

2. Q = (Q ∩ (−∞,
√

2)) ∪ (Q ∩ (
√

2,∞))

3. X: discrete metric space: only36) singletons are connected
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4. [a, b] in R is connected.
Suppose not, say [a, b] = (U ∩ [a, b]) ∪ (V ∩ [a, b]), U , V open, U ∩ [a, b] and V ∩ [a, b] disjoint,
U ∩ [a, b], V ∩ [a, b] non-empty
Without loss of generality b ∈ U ∩ [a, b]. Let t = sup([a, b] ∩ V )
([a, b] ∩ V )C = (−∞, a) ∪ (b,∞) ∪ U : open: [a, b] ∩ V is closed
t ∈ [a, b] ∩ V t 6= b since b ∈ U ∩ [a, b] and the two sets are disjoint.
t < b So because V is open ∃δ > 0 such that t+ δ ∈ V and t+ δ < b
=⇒ t+ δ ∈ V ∩ [a, b]: contradicts definition of t as supV ∩ [a, b]

Proposition: If X is connected and f : X → Y is continuous then f(X) is connected.

Proof: Suppose not, say f(X) = A ∪B, A, B open, disjoint and non-empty
f−1(A), f−1(B)

• open as f is continuous

• non-empty as A, B are non-empty

• disjoint because A, B are disjoint

X = f−1(A) ∪ f−1(B) as f(X) = A ∪B: contradicts assumption X is connected

Path Connected
X is path connected if ∀x 6= y ∈ X there exists an interval [a, b] and continuous function f : [a, b]→ X
such that f(a) = x, f(b) = y.

Proposition: path connected implies connected figure: path between
x and y in set XProof: Say X = A ∪B, A, B open, disjoint and non-empty.

Let x ∈ A, y ∈ B. Let f : [a, b]→ X be a path from x to y.

f([a, b]) is connected as f is continuous and [a, b] is connected

=

(f [a, b] ∩A) ∪ (f [a, b] ∩B)

3

x

(as f(a) = x)

3

y

(f(b) = y)

so these sets are non-empty and disjoint because A, B are disjoint
contradiction

Example: of a connected set that is not path connected

X =

{(
x, sin

1

x

)
: x > 0

}
∪
{

(0, 0)
}

figure: graph of X
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Example: X =

{
(x, sin 1

x ) : x > 0
}︸ ︷︷ ︸

≡E

∪ {(0, 0)}

Show X is connected, but not path connected. graph of sin 1
x

for
x > 0X = E

Proof outline:

1. E path connected =⇒ E connected =⇒ 37) E connected

2. X is not path connected

36)(non-empty sets?)
37)exercise
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1. E path connected
Let (x1, sin

1
x1

), (x2, sin
1
x2

) ∈ E (x1, x2 > 0)

Define f : [0, 1]→ E

t 7→
(
tx1 + (1− t)x2︸ ︷︷ ︸

>0

, sin
1

tx1 + (1− t)x2)

)
∈ E

f continuous on [0, 1]
f(1) = (x1, sin

1
x1

), f(0) = (x2, sin
1
x2

) =⇒ E is path connected

2. X not path connected
Prove no “path” joining (0, 0) to ( 1

π , 0)
Suppose f : [a, b]→ X is a path with f(a) = (0, 0), f(b) = ( 1

π , 0)
Claim: (

1
5π
2

, 1

)
,

(
1
9π
2

, 1

)
, . . . ,

(
1

π
2 + 2πk

, 1

)
∈ f [a, b]

k ∈ N
Note: f [a, b] is connected as f is continuous and [a, b] is connected.

Suppose without loss of generality
(

1
5π
2

, 1
)
/∈ f [a, b].

Then

f [a, b] =

( 3( 1
π ,0)︷ ︸︸ ︷

f [a, b] ∩
{

(x, y) : x >
1
5π
2

})
∪

( 3(0,0)︷ ︸︸ ︷
f [a, b] ∩

{
(x, y) : x <

1
5π
2

})

because only (x, y) ∈ X with x = 1
5π
2

is the point
(

1
5π
2

, 1
)
/∈ f [a, b]

• this contradicts the fact f [a, b] is connected

Also f [a, b] is compact.

The sequence
{(

1
π
2 +2πk , 1

)}∞
k=1

is Cauchy and therefore converges as f [a, b] is complete.

Hence (0, 1) ∈ f [a, b] ⊆ X.
But (0, 1) /∈ X so contradiction.

Finite Dimensional Normed Vector Spaces over RRR (or CCC)

Norm on a vector space:

1. ‖v‖ ≥ 0 and ‖v‖ = 0 if and only if v = 0

2. ‖αv‖ = |α|‖v‖ for all α scalars, v ∈ V

3. ‖v1 + v2‖ ≤ ‖v1‖+ ‖v2‖ for all v1, v2 ∈ V

Norms always give metrics by d(x, y) = ‖x− y‖

Example: Space of polynomials on [0, 1] of degree ≤ n

1. ‖p‖∞ = maxx∈[0,1]|p(x)|

2. ‖p‖1 =
∫ 1

0
|p(x)|dx

Theorem: Suppose V is a finite dimensional normed vector space over R with basis {v1, . . . , vn}. Then
there exists constants A,B > 0 such that for all (a1, . . . , an) ∈ Rn.

A‖(a1, . . . , an)‖Rn ≤
∥∥∥ n∑
i=1

aivi

∥∥∥
V
≤ B‖(a1, . . . , an)‖Rn
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Given any v ∈ V there exists exactly one (a1, . . . , an) such that v =
∑n

1 aivi. Theorem says
‖a1, . . . , an‖Rn ∼ ‖v‖V
Proof: ∥∥∥ n∑

i=1

aivi

∥∥∥
V
≤

n∑
i=1

‖aivi‖V

=

n∑
i=1

|ai|‖vi‖V

≤ 38)

( n∑
i=1

|ai|2
)1/2( n∑

i=1

‖vi‖2
)1/2

= ‖(a1, . . . , an)‖RnB where B =

( n∑
i=1

‖vi‖2
)1/2

Define F : Rn → R by

F (a1, . . . , an) =
∥∥∥ n∑
i=1

aivi

∥∥∥
Check F is continuous:

F (x)− F (y) =
∥∥∥ n∑
i=1

xivi

∥∥∥− ∥∥∥ n∑
i=1

yivi

∥∥∥
≤
∥∥∥∑xivi −

∑
yivi

∥∥∥+
∥∥∥∑ yivi

∥∥∥− ∥∥∥∑ yivi

∥∥∥
=
∥∥∥∑(xi − yi)vi

∥∥∥
Similarly F (y)− F (x) ≤ ‖

∑
(xi − yi)vi‖

=⇒ |F (x)− F (y)| ≤
∥∥∥∑(xi − yi)vi

∥∥∥
≤
∑
|xi − yi|‖vi‖

≤
(∑

|xi − yi|2
)1/2(∑

‖vi‖2
)1/2

︸ ︷︷ ︸
B= B‖x− y‖Rn

= Bd(x, y)

=⇒ F is continuous
Restrict F to S = {x ∈ Rn : ‖x‖ = 1 }

F (x) = 0 ⇐⇒ x = 0

In particular, if x ∈ S then F (x) > 0.
S is compact. By Extreme Value Theorem there exists δ > 0 such that F (x) ≥ δ for all x ∈ S
Take any a = (a1, . . . , an) ∈ Rn \ {0}
a

‖a‖Rn
∈ S.

F
(
a
‖a‖
)
≥ δ. ∥∥∥∑ aivi

∥∥∥
V

=
∥∥∥‖a‖Rn∑ ai

‖ai‖Rn
vi

∥∥∥
V

= ‖a‖Rn
∥∥∥∑ ai

‖a‖
vi

∥∥∥
V

= ‖a‖RnF
(

a

‖a‖

)
≥ ‖a‖Rnδ

38)Cauchy–Schwartz
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Take A = δ.

PMATH 351 Lecture 18: October 28, 2009
Theorem: If V an n dimensional normed vector space over R with basis {v1, . . . , vn} then there exists
A,B such that

A‖(a1, . . . , an)‖Rn ≤
∥∥∥ n∑
i=1

aivi

∥∥∥
V
≤ B‖(a1, . . . , an)‖Rn

If T : Rn → V
T (a1, . . . , an) =

∑n
i=1 aivi

39)

then A‖a‖ ≤ ‖T (a)‖V ≤ B‖a‖Rn

A‖a− b‖Rn ≤ ‖T (a− b)‖V = ‖T (a)− T (b)‖V ≤ B‖a− b‖Rn

Ad(a, b) ≤ d(T (a), T (b)) ≤ Bd(a, b)

See that xk → x0 if and only if T (xk)→ T (x0)
So topologies are the same.
Boundedness if the same.
Both T and T−1 are continuous so V is homeomorphic to Rn

Corollary: Subset of a finite dimensional vector space is compact if and only if it is closed and bounded.
Corollary: Any finite dimensional subspace of a normed vector space is complete.
Proof: Let V be normed vector space and W finite dimensional subspace. Let T : Rn → W be a
homeomorphism as above.
Let {wk} be a Cauchy sequence in W .
Then {xk = T−1(wk)} is a Cauchy sequence in Rn.
So there exists x0 such that xk → x0. But then T (xk)→ T (x0) ∈W .
Hence W is complete.

Function Spaces
Convergence: fn, f : X → Y . X, Y metric spaces.
Say fn → f pointwise if for all ε > 0 and for all x ∈ X there exists N such that dY (fn(x), f(x)) < ε for
all n ≥ N .
i.e., (fn(x))→ f(x) for each x ∈ X (as sequences in Y )
Say fn → f uniformly if for all ε > 0 there exists N such that dY (fn(x), f(x)) < ε for all x ∈ X and
for all n ≥ N .

Example: fn : [0, 1]→ R
fn(x) = xn graph of fn(x) for n

increasing

fn → f =

{
0 if x 6= 1

1 if x = 1

• convergence is pointwise, but not uniform

Note: each fn is continuous, but f is not

Theorem: If fn are continuous, and fn → f uniformly, then f is continuous.
Proof: Fix ε > 0 and x ∈ X. Need to find δ such that dX(x, y) < δ =⇒ dY (f(x), f(y)) < ε
Pick N such that d(fn(y), f(y)) < ε/3 for all n ≥ N and for all y ∈ X.
Get δ > 0 such that d(x, y) < δ =⇒ d(fN (x), fN (y)) < ε/3.
Check if this δ works.
Suppose d(x, y) < δ and look at d(f(x), f(y)) ≤ d(f(x), fN (x)) + d(fN (x), fN (y)) + d(fN (y), f(y)) <
ε/3 + ε/3 + ε/3 = ε

Corollary: If gk are continuous and
∑
gk converges uniformly to g, then g is continuous.

Proof: SN =
∑N

1 gk is continuous and SN → g uniformly by assumption.

39)linear, bijection
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Definition: A sequence fn : X → Y is uniformly Cauchy if for all ε > 0 there exists N such that
d(fn(x), fm(x)) < ε for all n,m ≥ N and for all x ∈ X.

Theorem: Suppose X,Y are metric spaces and Y is complete. Then the sequence fn : X → Y is
uniformly Cauchy if and only if (fn) is uniformly convergent.
Proof: (⇐=) Say fn → f uniformly and pick N such that d(fn(x), f(x)) < ε/2 for all n ≥ N and for
all x ∈ X.
Then

d(fn(x), fm(x)) ≤ d(fn(x), f(x)) + d(f(x), fm(x))

< ε/2 + ε/2 if n,m ≥ N

(=⇒) Since (fn) is uniformly Cauchy, then (fn(x)) is Cauchy in Y for each x ∈ X.
Y is complete so there exists ax ∈ Y such that fn(x)→ ax.
Put f(x) = ax so f : X → Y .
Show fn → f uniformly.
For ε > 0, get N such that d(fn(x), fm(x)) < ε/2 for all x ∈ X, ∀n,m ≥ N (by uniform Cauchy)
Let n ≥ N and look at d(fn(x), f(x)) (for arbitrary x)
Get m > N such that d(fm(x), f(x)) < ε/240)

So

d(fn(x), f(x)) ≤ d(fn(x), fm(x)) + d(fm(x), f(x))

< ε/2 + ε/2 = ε (as n,m ≥ N)
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Corollary: Weierstrass M-test

Let fn : X → R. If there exists a sequence Mk such that |fk(x)| ≤Mk for all x ∈ X and for all k and
if
∑∞

1 Mk converges, then
∑∞
k=1 fk converges uniformly.

Example:

fk(x) =
sin kx

k2
|fk(x)| ≤ 1

k2
0 ≤

∑ 1

k2
<∞

=⇒
∑

sin kx
k2 is a continuous function.

Proof: Let SN (x) =
∑N

1 fk(x). Show {SN} converges uniformly. It’s enough to prove {SN} is
uniformly Cauchy.

|SN − SM (x)| =
∣∣∣∣ M∑
N+1

fk(x)

∣∣∣∣ ≤ M∑
k=N+1

∣∣fk(x)
∣∣ ≤ M∑

k=N+1

Mk → 0 as M > N →∞

=⇒ {SN} is uniformly Cauchy.

Dini’s Theorem: Suppose K is compact and fn : K → R converges pointwise to f . If fn, f are
continuous and fn+1(x) ≤ fn(x) for all n, for all x ∈ K, then fn → f uniformly.
Proof: Let gn = fn − f
gn is continuous
gn → 0 pointwise
gn(x) ≥ gn+1(x)
gn ≥ 0 since f(x) ≤ fn(x) as fn(x) decreases

Prove gn → 0 uniformly to conclude fn → f uniformly.
Let ε > 0. Find N such that |gn(x)| < ε for all n ≥ N and for all x ∈ K,
⇐⇒ 0 ≤ gn(x) ≤ ε for all n ≥ N and for all x ∈ K.
Since gn → 0 pointwise, for all t ∈ K there exists Nt such that 0 ≤ gn(t) < ε

2 for all n ≥ Nt.
In particular, gNt(t) <

ε
2 .

40)depends on x temporarily looking at
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Because gNt is continuous at t so there exists δt > 0 such that if d(t, x) < δt then |gNt(t)− gNt(x)| < ε
2 .

The balls B(t, δt), t ∈ K are an open cover of the compact set K. Take a finite subcover say
B(t1, δt1), . . . , B(tL, δtL).

If x ∈ K there exists i such that x ∈ B(ti, δti)

=⇒ d(x, ti) < δti =⇒ |gNti (ti)− gNti (x)| < ε

2
=⇒ |gNti (x)| ≤ |gNti (x)− gNti (ti)|+ |gNti (ti)|

<
ε

2
+
ε

2
= ε

Take N = max(Nt1 , . . . , NtL).

Let n ≥ N and x ∈ K. Get ti as before.

0 ≤ gn(x)≤41) gN (x) ≤ gNti (x) < ε

This is uniform convergence.
Examples:

1. See need K compact
fn(x) = 1

nx+1 on K = (0, 1]

fn(x)→ 042) pointwise
fn+1(x) ≤ fn(x)
fn, f continuous

fn(1/n) = 1/2 for all n so there does not exist N such that for all n ≥ N and for all x ∈ (0, 1],
|fn(x)| < 1/2.

2. fn(x) = xn on [0, 1]
Everything satisfied except continuity of f . graph of fn(x): peak

of height n at
x = 1/n3. fn → 0 pointwise

fn(1/n) = n so convergence is not uniform
fn are not decreasing pointwise.

Function Spaces C(X) = continuous functions f : X → R vector spaces
Cb(X) = continuous, bounded functions f : X → R subspaces
When X is compact C(X) = Cb(X)
C(R) \ Cb(R): f(x) = x

Define ‖f‖ = supx∈X |f(x)| when f ∈ Cb(X)
“sup norm” or “uniform” norm (exercise)
|f(x)| ≤ ‖f‖ for all x ∈ X
Defines a metric on Cb(x) by d(f, g) = ‖f − g‖

Ball B(f, r): figure: g within a
ε-tube of f

figure:
d(f, g) = ‖f − g‖

Take fn, f ∈ Cn(X)
Recall fn → f uniformly means for all ε > 0 there exists N such that |fn(x)− f(x)| ≤ ε for all n ≥ N
and for all x ∈ X.

⇐⇒ sup
x∈X
|fn(x)− f(x)| ≤ ε ∀n ≥ N

⇐⇒ ‖fn − f‖ ≤ ε ∀n ≥ N
⇐⇒ d(fn, f) ≤ ε ∀n ≥ N
⇐⇒ fn → f in metric space Cb(x)

41)by gn decreasing
42)= f
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{fn} in Cb(x) is Cauchy if and only if {fn} is uniformly Cauchy

Theorem: Cb(X) is a complete metric space
Proof: Suppose {fn} in Cb(X) is a Cauchy sequence. Then {fn} is uniformly Cauchy and so it
converges uniformly to some f ∈ C(X).
Get N such that |f(x)− FN (x)| ≤ 1 for all x ∈ X

=⇒ |f(x)| ≤ 1 + |fN (x)| ≤ 1 + ‖fN‖
=⇒ ‖f‖ = sup

x∈X
|f(x)| ≤ 1 + ‖fN‖ <∞

=⇒ f ∈ Cb(X)

Hence fn → f in uniform norm.
Therefore Cb(X) is complete.

Cb(X) is a complete normed vector space, i.e., a Banach space.
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C(X), Cb(X)
‖f‖ = supx∈X |f(x)| for any f ∈ Cb(X)
d(f, g) = ‖f − g‖
(Cb(X), d) is a complete metric space figure: ε-tube around

f
1. Example of an open set in C[0, 1]

B = { f ∈ C[0, 1] : f(x) > 0 ∀x ∈ [0, 1] }

Take ε = infx∈[0,1] f(x), > 0 by E.V.T.
If g ∈ B(f, ε) ⇐⇒ |g(x)− f(x)| < ε ∀x ∈ [0, 1]

=⇒ g(x) > f(x)− ε ∀x ∈ [0, 1]

≥ inf f − ε =⇒ g ∈ B

2. C = { f ∈ Cb(R) : f(x) > 0 ∀x }

Claim: If f ∈ C and infx∈R f = 0 then f is not an interior point of C. (e.g., f(x) = 1
|x|+1 )

Take any ε > 0. Take g = f − ε
2 ∈ B(f, ε)

Choose any x such that f(x) < ε
2 and then g(x) < 0 so g /∈ C.

3. D = { f ∈ Cb(R) : f(x) ≤ 0 ∀x }

Claim: D is closed.
Let fn ∈ D and suppose fn → f , i.e., fn → f uniformly.
But then fn → f pointwise. So if fn ≤ 0 at every x then f(x) ≤ 0 ∀x so f ∈ D.

Compactness in Cb(X)
Compact =⇒ closed and bounded
E ⊂ Cb(X) is bounded means ∃f ∈ Cb(X) and M constant such that E ⊆ B(f,M)
Then E ⊆ B(0,M +‖f‖) because if g ∈ B(f,M) then ‖g‖ ≤ ‖g−f‖+‖f‖ < M +‖f‖ =⇒ B(f,M) ⊆
B(0, ‖f‖+M)

• call this uniformly bounded

Restate: E is bounded iff ∃M0 such that ‖f‖ ≤M0 ∀f ∈ E
Example: In C[0, 1] closed and bounded 6=⇒ compact.

E =

{
fn(x) =

x2

x2 + (1− nx)2
: n = 1, 2, 3, . . .

}
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If f ∈ E, then 0 ≤ f(x) ≤ 1 ∀x so E ⊆ B(0, 1 + ε).
So E is bounded.
Closed? Say g is an accumulation point of E.
Get fnk → g with fnk ∈ E, n1 < n2 < · · ·
fnk = x2

x2+(1−nkx)2 → 0 pointwise.

Look at fnk( 1
nk

) = 1 so supx|fnk − 0|43) = 1 ∀nk
Thus fnk 6→ 0 uniformly.
Hence there is no accumulation point g.
In fact, no subsequence of (fn) converges uniformly.
Hence E is closed as it has no accumulation points and E is not compact because fails B–W characteri-
zation of compactness.

Equicontinuity
Definition: Let E ⊆ C(X). We say E is equicontinuous if ∀ε > 0 ∃δ > 0 such that ∀f ∈ E and
∀x, y ∈ X such that d(x, y) < δ, we have |f(x)− f(y)| < ε.
If E = {f} then equicontinuity is uniform continuity.
If E = {f1, . . . , fn} then E is equicontinuous if and only if each fi is uniformly continuous (just take
minimum δ that works for f1, . . . , fn)
E equiconinuous =⇒ each f ∈ E is uniformly continuous.
Not equicontinuous means ∃ε > 0 such that ∀δ > 0 ∃f ∈ E and x, y ∈ X such that d(x, y) < δ but
|f(x)− f(y)| ≥ ε.

Example:

1. E = {xn : n = 1, 2, 3, . . . } ⊆ C[0, 1]: not equicontinuous
Take ε = 1

2 and take any δ. Take x = 1, y = 1− δ
2 .

Pick n so (1− δ
2 )n < 1

2 .

Then |fn(y44))− fn(x45))| > 1− 1
2 = ε. graph of xn for n

large

2. E =
{
fn(x) = x2

x2+(1−nx)2 : n = 1, 2, . . .
}

|fn( 1
n )− fn(0)| = 1 ∀n

So E is not equicontinuous.

3. C[0, 1] is not equicontinuous, since it contains subsets that are not equicontinuous.

4. Fix M . E = { f ∈ C[0, 1] : |f(x)− f(y)| ≤M |x− y| ∀x, y ∈ [0, 1] } is equicontinuous.
Take δ = ε

M .

5. E0 = { f ∈ C[0, 1] : |f ′(x)| ≤M ∀x ∈ [0, 1] } ⊆ E (above, in 4.), so it is equicontinuous.
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Equicontinuity
Definition: Say E ⊆ C(X) is equicontinuous if ∀ε > 0 ∃δ > 0 such that if d(x, y) < δ then
|f(x)− f(y)| < ε ∀f ∈ E.

Example: E = { f ∈ C(R) : f ′ exists and |f ′(x)| ≤M ∀x ∈ X and ∀f ∈ E }.
Then E is equicontinuous.
Proof: By Mean Value Theorem |f(x)− f(y)|46) ≤M |x− y| ∀x, y
Given ε we take δ = ε

M .

Proposition: If E ⊆ C(X) is equicontinuous then so is E.
Proof: Let f ∈ E \ E and let ε > 0.
Get fn ∈ E such that fn → f , i.e., fn → f uniformly.

43)= ‖fnk‖ = 1
44)= 1− δ

2
45)= 1
46)= |f ′(z)||x− y| for some z
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So ∃N such that ‖fN − f‖47) < ε. Get δ that works for ε and E.
Let x, y ∈ X with d(x, y) < δ, then

|f(x)− f(y)| ≤ |f(x)− fN (x)|+ |fN (x)− fN (y)|+ |fN (y)− f(y)|
< ε+ ε+ ε = 3ε.

This proves E is equicontinuous.

Proposition: Suppose X is compact and fn ∈ C(X).
If fn → f uniformly, then E = { fn : n = 1, 2, . . . } is equicontinuous.
f is continuous being uniform limit of continuous functions.
Proof: f is uniformly continuous being continuous on a compact set of X.
Let ε > 0. Get δ for f .
Get N such that ‖fn − f‖ < ε ∀n ≥ N .
For any n ≥ N and x, y such that d(x, y) < δ,

|fn(x)− fn(y)| ≤ |fn(x)− f(x)|+ |f(x)− f(y)|+ |f(y)− fn(y)|
< 3ε

For each fi, i = 1, . . . , N − 1 get δi > 0 such that d(x, y) < δi =⇒ |fi(x)− fi(y)| < 3ε (can do as each
fi is uniformly continuous)
Take δ0 = min(δ, δ1, . . . , δN−1).
If d(x, y) < δ0 then |fn(x)− fn(y)| < 3ε ∀n.
So E is equicontinuous.

Example: E =
{
fn(x) = sinnx√

n
: x ∈ [0, 2π]

}
|fn(x)| ≤ 1√

n
→ 0 so fn → 0 uniformly. =⇒ E is equicontinuous.

But f ′n(x) = n cosnx√
n

=
√
n cosnx so f ′n(0) =

√
n→∞.

Uniformly Bounded
E ⊆ C(X) is uniformly bounded if E ⊆ B(0,M) for some M , equivalently ∃M such that ‖f‖ ≤ M
∀f ∈ E.

Definition: Say E ⊆ C(X) is pointwise bounded if ∀x ∈ X ∃Mx such that |f(x)| ≤Mx ∀f ∈ E.

Uniformly bounded =⇒ pointwise bounded, but not conversely.
Fix x 6= 0. Have fn(x) 6= 0 ∀n ≥ N where 1

N < x. graph: fn(x) has
peak of n and is zero
for x > 1

nsup|fn(x)| ≤ max(|f1(x)|, . . . , |fN (x)|)

So {fn} is pointwise bounded, but not uniformly bounded.

Proposition: If X is compact and E is equicontinuous and pointwise bounded, then E is uniformly
bounded.
Proof: Take ε = 1. Get δ by equicontinuity so d(x, y) < δ =⇒ |f(x)− f(y)| < 1 ∀f ∈ E
Look at balls B(x, δ) for x ∈ X. This is an open cover of compact X so take a finite subcover, say
B(x1, δ), . . . , B(xn, δ).
Let Mi = sup{ |f(xi)| : f ∈ E } (<∞ by pointwise boundedness of E)
Take M = (maxi=1,...,nMi) + 1.
Let x ∈ X. There is a ball B(xi, δ) containing x.

=⇒ d(x, xi) < δ =⇒ |f(x)| ≤ |f(x)− f(xi)|+ |f(xi)|
≤ 1 +Mi

≤M

Theorem: Let X be compact. Let {fn}∞n=1 ⊆ C(X) be a pointwise bounded, equicontinuous family.
Then
47)= supx∈X |fN (x)− f(x)|
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(1) {fn} is uniformly bounded. (already done)

(2) There is a subsequence of the sequence (fn) which converges uniformly.

Corollary: (Arzela–Ascoli Theorem)
Let X be compact. E ⊆ C(X) is compact if and only if E is pointwise (uniformly) bounded, closed
and equicontinuous.
Proof: (=⇒) E compact =⇒ E bounded (meaning uniformly bounded) and closed
Suppose E is not equicontinuous. This means ∃ε > 0 such that ∀δ = 1

n there are xn, yn ∈ X with

d(xn, yn) < 1
n and ∃fn ∈ E with |fn(xn)− fn(yn)| ≥ ε48).

Since E is compact the Bolzano–Weierstrass characterization of compactness says there is a subsequence
fnk →49) f ∈ E.
Hence the set {fnk} is equicontinuous and hence ∃δ0 such that d(x, y) < δ0 =⇒ |fnk(x)−fnk(y)|<50) ε
∀nk.
Take nk such that δ0 >

1
nk

so d(xnk , ynk) < 1
nk

< δ0 so |fnk(xnk) − fnk(ynk)| < ε by (1) and this

contradicts (2).
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Theorem: X compact. {fn} ⊆ C(X) be a pointwise bounded and equicontinuous set. Then

(a) {fn} uniformly bounded

(b) there exists a subsequence of {fn} which converges uniformly

Corollary: (Arzela–Ascoli Theorem): For X compact, E ⊆ C(X) is compact if and only if E is
pointwise bounded, closed and equicontinuous.
Proof: (⇐=) Let {fn} be a sequence in E.
Since E is pointwise bounded and equicontinuous, the same is true for {fn}. By theorem there
exists a uniformly convergent subsequence and the limit must belong to E since E is closed. By
Bolzano–Weierstrass characterization of compactness this implies E is compact.

Lemma 1: Let K be a countable set. Let fn : K → R, n = 1, 2, . . . be a pointwise bounded family.
There there exists subsequence (gn) of (fn) which converges pointwise.
Proof: Let K = {x1, x2, x3, . . .}.
Start by looking at {fn(x1)}∞n=1.
Since {fn} are pointwise bounded, the sequence {fn(x1)} is a bounded sequence of real numbers and
so by Bolzano–Weierstrass there exists a convergent subsequence, say f1,1(x1), f1,2(x1), . . . .
Thus {f1,n}∞n=1 is a subsequence of {fn} converging at x1.
Look at {f1,n(x2)}∞n=1: bounded sequence of real numbers therefore convergent subsequence, say
f2,1(x2), f2,2(x2), . . . .

f1 f2 f3 f4 · · · fk�� ��f11 f12 f13 f14 · · · f1k converges at x1

f21
�� ��f22 f23 f24 · · · f2k converges at x1, x2

f31 f32
�� ��f33 f34 · · · f3k converges at x1, x2, x3

...

fk1 fk2 fk3 fk4 · · ·
�� ��fkk converges at x1, x2, . . . , xk

In general, given (fk,n) a subsequence of (fn) which converges at x1, x2, . . . , xk, consider (fk,n(xk+1)):
Get a convergent subsequence (fk+1,n(xk+1)). So (fk+1,n) converges at x1, x2, . . . , xk+1.
Put gn = fn,n. (gn) is a subsequence of (fn).

48)(2)
49)uniform convergence
50)(1)
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Furthermore (gn)∞n=k is a subsequence of (fk,n) and hence converges at xk.
So (gn) converges pointwise on K.

Lemma 2: Any compact metric space X is separable (i.e., countable dense set)
Proof: For each n, the balls B(x, 1

n ), x ∈ X cover X. Get a finite subcover B(xn,1,
1
n ), . . . , B(xn,kn ,

1
n ).

Put Kn = {xn,1, . . . , xn,kn} and K =
⋃∞
n=1Kn: K is countable.

Given y ∈ X and ε > 0. Take n such that 1
n < ε. Have y ∈ B(xn,j ,

1
n ) for some j.

Therefore xn,j ∈ B(y, 1
n ) ⊂ B(y, ε), so y ∈ K, therefore K is dense.

Proof of Theorem (b): Let K be a countable dense set on X.
Think about fn : K → R: Pointwise bounded.
By Lemma 1 there exists a pointwise convergent (on K) subsequence (gn).
We’ll prove (gn) converges uniformly on all of X.
Suffices to prove (gn) is uniformly Cauchy.
Take ε > 0. Find N such that ∀n,m ≥ N ,

|gn(x)− gm(x)| < ε ∀x ∈ X.

By equicontinuity ∃δ > 0 such that

d(x, y) < δ =⇒ |gn(x)− gn(y)| < ε ∀n.

Notice balls B(x, δ), x ∈ K cover X because K is dense. By compactness of X, ∃x1, . . . , xM such that⋃M
1 B(xi, δ) covers X.

If y ∈ X then y ∈ B(xi, δ) for some xi.
By choice of δ, |gn(y)− gn(xi)| < ε ∀n.
{gn(xi)} converges for each i and so is Cauchy.
Hence ∃Ni such that if n,m ≥ N , then |gn(xi)− gm(xi)| < ε (2).
Let N = max(N1, . . . , NM ).
Let y ∈ X and n,m ≥ N . Get i such that y ∈ B(xi, δ) so

|gk(y)− gk(xi)| < ε ∀k. (1)

|gn(y)− gm(y)| ≤ |gn(y)− gn(xi)|+ |gn(xi)− gm(xi)|+ |gm(xi)− gm(y)|
< ε51) + ε52) + ε53) = 3ε

Therefore (gn) is uniformly Cauchy.
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Taylor Series
∃f ∈ C∞ where Taylor polynomials do not converge to f .

f(x) =

{
e−1/x

2

, x 6= 0

0, x = 0

f (k)(0) = 0 ∀k. All Taylor polynomials (centred at 0) are identically 0. So they don’t converge to f
except at 0.

Inner Product Spaces

C[0, 1]: Define inner product 〈f, g〉 =
∫ 1

0
fg.

‖f‖2 =
√
〈f, f〉 =

(∫ 1

0

f2
)1/2

d2(f, g) =

(∫ 1

0

(f − g)

)1/2

L2

51)(1)
52)(2)
53)(1)
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• metric on C[0, 1]

• not complete

Apply Gram Schmidt process to {1, x, x2, . . .}, to get the Legendre polynomials {pn}.
Given f ∈ C[0, 1], let fN =

∑N
n=1〈f, pn〉pn. Then fN → f in ‖·‖2. (PMATH 354!)

Example: f(x) =
√
x on [0, 1]. Put p1(t) = 0, pn+1(t) = pn(t) + 1

2 (t− p2n(t))
Claim: pn → f uniformly.

p2(t) = 0 + 1
2 (t− 0) = 1

2 t

p3(t) = 1
2 t+ 1

2 (t− 1
4 t

2)

Show pn → f pointwise
pn(t) ≤ pn+1(t) ∀n, t

Show pn, f are continuous. Dini’s theorem implies pn → f uniformly.
Proceed by induction. Assume 0 ≤ p1(t) ≤ p2(t) ≤ · · · ≤ pn(t) ≤

√
t.

n = 1: Free.

√
t− pn+1(t) =

√
t− (pn(t) + 1

2 (t− p2n(t)))

=
√
t− pn(t)− 1

2 (
√
t− pn(t))(

√
t+ pn(t))

= (
√
t− pn(t))(1− 1

2 (
√
t+ pn(t)))

But pn(t) ≤
√
t, so ≥ (

√
t− pn(t))(1−

√
t) ≥ 0.

=⇒ pn+1(t) ≤
√
t, pn+1(t) = pn(t) + 1

2 (t− p2n(t))54)

so pn+1(t) ≥ pn(t).

So {pn(t)} is increasing and bounded above for fixed t ∈ [0, 1], hence it converges by Bolzano–Weierstrass,
say {pn(t)} → f(t) (pointwise convergence)

pn+1(t) = pn(t) + 1
2 (t− p2n(t))

f(t) = f(t) + 1
2 (t− f2(t)) =⇒ t = f2(t), so

√
t = f(t)

By Dini’s theorem convergence is uniform.

Weierstrass Theorem: Let f : [0, 1]→ R be continuous and let ε > 0. Then there exists a polynomial
p such that ‖f − p‖ < ε.
In fact, the Bernstein polynomials

pn(f) =

n∑
k=0

(
n

k

)
f

(
k

n

)
xk(1− x)n−k

converge uniformly to f .

Intuitive Identity: Toss a coin n times; probability of heads x, probability of tails 1− x. Probability
of k heads in n tosses: (

n

k

)
xk(1− x)n−k

Suppose pay f( kn ) dollars for k heads in n tosses. Expected pay off over n tosses:
∑n
k=0

(
n
k

)
f( kn )xk(1−

x)n−k = pn(x).

In long run we expect xn heads in n tosses, so expect pay off of f(xnn ) = f(x). So intuitively
pn(x)→ f(x).

Proof of Theorem: Technical Calculations:
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(1) (x+ y)n =
∑n
k=0

(
n
k

)
xkyn−k. Differentiate with respect to x, leave y fixed.

f(x, y) = (x+ y)n

∂f
∂x

(x, y) = n(x+ y)n−1

(2) n(x+ y)n−1 =
∑n
k=0

(
n
k

)
kxk−1yn−k

(3) n(n− 1)(x+ y)n−2 =
∑n
k=0

(
n
k

)
k(k − 1)xk−2yn−k

(2′) x · (2): nx(x+ y)n−1 =
∑n
k=0

(
n
k

)
kxkyn−k

(3′) x2 · (3): n(n− 1)x2(x+ y)n−2 =
∑n
k=0

(
n
k

)
k(k − 1)xkyn−k

Put rk(x) =
(
n
k

)
xk(1− x)n−k

pn(x) =
∑n
k=0 f( kn )rk(x)

Take y = 1− x

(1) 1 =
∑n
k=0 rk(x)

(2′) nx =
∑n
k=0 krk(x)

(3′) n(n− 1)x2 =
∑n
k=0 k(k − 1)rk(x) =

∑
k2rk(x)−

∑
krk(x) =

∑n
k=0 k

2rk(x)− nx

∑
(k − nx)2rk(x) =

∑
k2rk(x)− 2

∑
nkxrk(x) +

∑
(nx)2rk(x)

= n(n− 1)2x2 + nx− 2nxnx+ (nx)2

PMATH 351 Lecture 24: November 11, 2009
Weierstrass Theorem
Polynomials are dense in C[0, 1].

i.e., ∀f ∈ C[0, 1] and ∀ε > 0 there exists polynomial p

such that ‖f − p‖ = sup
x∈[0,1]

|f(x)− p(x)| < ε

Bernstein Proof
Show pn(x) =

∑n
k=0

(
n
k

)
f
(
k
n

)
xk(1− x)n−k converges uniformly to f .

(1)
∑n
k=0 rk(x) = 1 where rk(x) =

(
n
k

)
xk(1− x)n−k

(2)
∑n
k=0(k − nx)2rk(x) = nx(1− x)

Let f ∈ C[0, 1], say |f(x)| ≤M ∀x ∈ [0, 1]
Also f is uniformly continuous, so given ε > 0 get δ > 0 such that |x− y| < δ =⇒ |f(x)− f(y)| < ε
Take N such that 2M

δ2N < ε.
Let n ≥ N . Fix x ∈ [0, 1].

|pn(x)− f(x)| =
∣∣∣∣ n∑
k=0

f( kn )rk(x)− f(x)

n∑
k=0

rk(x)

∣∣∣∣
=

∣∣∣∣ n∑
k=0

(
f( kn )− f(x)

)
rk(x)

∣∣∣∣
54)≥ 0 by induction assumption
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Divide ks into 2 classes

A =
{
k : | kn − x| < δ ⇐⇒ |k − nx| < δn

}
B =

{
k : | kn − x| ≥ δ ⇐⇒ |k − nx| ≥ δn

}
≤

n∑
k=0

|f( kn )− f(x)|rk(x)

≤
∑
k∈A

|f( kn )− f(x)|rk(x) +
∑
k∈B

|f( kn )− f(x)|rk(x)

≤
∑
k∈A

εrk(x) +
∑

|k−nx|≥δn

2Mrk(x)
(k − nx)2

(k − nx)2

≤
∑
k∈A

εrk(x)55) +

n∑
k=0

2Mrk(x)(k − nx)2

(δn)2

≤ ε+
2M

(δn)2
nx(1− x) by (2)

= ε+
2M

δ2
· 1

n
≤ ε+

2M

δ2N
< 2ε

This shows ‖pn − f‖ ≤ 2ε ∀n ≥ N
i.e., pn → f uniformly.

Approximation by trigonometric polynomials

N∑
n=0

an sinnx+ bn cosnx =

N∑
n=−N

cne
inx

an, bn ∈ C, cn ∈ C z ∈ C
|z| = 1
z = eixeixn = cosxn+ i sinxn

eixn + e−ixn

2
= cosxn

eixn − e−ixn

2i
= sinxn

• uniformly approximate continuous, 2π periodic functions
= C[0, 2π] with f(0) = f(2π)

Inner product spaces:

〈f, g〉 =
1

2π

∫ 2π

0

f(x)g(x) dx

‖f‖2 =

(
1

2π

∫ 2π

0

|f(x)|2 dx

)1/2

{einx}∞n=−∞ are orthonormal

55)= ε
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Check:

〈einx, eimx〉 =
1

2π

∫ 2π

0

einxe−imx dx

=
1

2π

∫ 2π

0

ei(n−m)x dx

=56) 1

2π

ei(n−m)x

i(n−m)

∣∣∣∣2π
0

= 0

“Best” approximation (in inner product sense) to f from

span
{
einx : n = −N, . . . , N

}
=

N∑
n=−N

〈f, e−inx〉einx =

N∑
n=−N

f̂(n)einx = fN

〈f, einx〉 =
1

2π

∫ 2π

0

f(x)e−inx dx

≡ f̂(n)57)

Big Theorem (PM354)
fN → f in ‖·‖2
i.e.,

(
1
2π

∫ 2π

0
|fN − f |2

)1/2
→ 0

This does not even guarantee pointwise convergence (Big Theorem PM354).

Let Kn(t)58) =
∑n
j=−n

(
1− |j|

n+1

)
eijt.

Put fn(x) = 1
2π

∫ 2π

0
Kn(t)f(x− t) dt = Kn ∗ f(x)

Theorem: fn → f uniformly and fn are trigonometric polynomials
First, show fn are trigonometric polynomials:

fn(x) =
1

2π

∫ 2π

0

n∑
j=−n

(
1− |j|

n+ 1

)
eijtf(x− t) dt

=
1

2π

n∑
j=−n

(
1− |j|

n+ 1

)∫ 2π

0

eijtf(x− t) dt

Change of variable: Let u = x− t, dt = du

=
1

2π

n∑
j=−n

(
1− |j|

n+ 1

)∫ 2π

0

eij(x−u)f(u) du︸ ︷︷ ︸∫ 2π
0

eijxe−ijuf(u) du

=

n∑
−n

(
1− |j|

n+ 1

)
eijx

(
1

2π

∫ 2π

0

e−ijuf(u) du

)
︸ ︷︷ ︸

=f̂(j)

=

n∑
j=−n

(
1− |j|

n+ 1

)
f̂(j)︸ ︷︷ ︸

=cj

eijx

56)if n 6= m
57)nth Fourier coefficients of f
58)Fejer’s kernel
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So fn is a trigonometric polynomial of degree ≤ n.

f̂n(j) =

(
1− |j|

n+ 1

)
f̂(j)

= K̂n(j)f̂(j)

so, fn(x) =
∑n
j=−n

(
1− |j|

n+1

)
f̂(j)eijx

PMATH 351 Lecture 25: November 13, 2009
Theorem: Trigonometric polynomials are uniformly dense in 2π-periodic, continuous functions.

Given f continuous and 2π periodic define

fn(t) =

n∑
j=−n

f̂(j)59)
(

1− |j|
n+ 1

)
eijt

Then fn → f uniformly.

Also fn(x) =
1

2π

∫ 2π

0

f(x− t)Kn(t) dt

where Kn
60)(t) =

n∑
j=−n

(
1− |j|

n+ 1

)
eijt

Sketch of Proof

(1) 1
2π

∫ 2π

0
Kn(t) dt = 1

2π

∑n
j=−n

(
1− |j|

n+1

) ∫ 2π

0
eijt dt = 1

(2) Kn(t) = 1
n+1

sin2(n+1
2 )t

sin2 t
2

≥ 0 figure: functions
approximation
Dirac’s delta(3) If fix δ > 0 and let δ < t < 2π − δ then Kn(t) ≤ 1

n+1c(δ)→ 0 as n→∞. Fix δ.

1

2π

∫ 2π−δ

δ

Kn(t) dt ≤ 1

2π

∫ 2π−δ

δ

c(δ)

n+ 1
dt

≤ c(δ)

n+ 1
→ 0 as n→∞

|fn(x)− f(x)| =
∣∣∣∣ 1

2π

∫ 2π

0

f(x− t)Kn(t) dt− f(x)

∣∣∣∣
≤
∣∣∣∣ 1

2π

∫ 2π

0

(f(x− t)− f(x))Kn(t) dt

∣∣∣∣ (by (1))

≤ 1

2π

∫ 2π

0

|(f(x− t)− f(x))|Kn(t) dt

Fix ε > 0. Pick δ > 0 by uniform continuity so |t| < δ =⇒ |f(x− t)− f(x)| < ε.
Get M such that |f(x)| < M ∀x.

1

2π

(∫ δ

0

(1) +

∫ 2π

2π−δ
(2) +

∫ 2π−δ

δ

(3)

)
≤ ε+ ε+ ε = 3ε ∀n ≥ N

(3) ≤
∫ 2π−δ

δ

2MKn(t) dt ≤ 2M
c(δ)

n+ 1
< ε

59)〈f, eijx〉
60)Feijer kernel
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if n ≥ N where 2Mc(δ)
N < ε

(1) ≤ 1

2π

∫ δ

0

εKn(t) dt ≤ 1

2π

∫ 2π

0

εKn(t) dt = ε

(2) t = 2π − u where u ∈ [0, δ] when t ∈ [2π − δ, 2π]

1

2π

∫ δ

0

|f(x− 2π + u)61) − f(x)|Kn(2π − u) du ≤ 1

2π

∫ δ

0

εKn(2π − u) du ≤ ε

|−u| ≤ δ
Thus fn → f uniformly.

Stone–Weierstrass Theorem
Terminology: A family A of functions (on X) is called an algebra if f, g ∈ A =⇒ f + g ∈ A, fg ∈ A,
cf ∈ A for all scalars c
Examples: Polynomials, C(X), Differentiable functions on R.
Say A separates points if ∀x 6= y ∈ X then ∃f ∈ A such that f(x) 6= f(y).
Example: polynomials on [0, 1]
C(X) separates points: f(z) = d(x, z), continuous function, f(x) = 0, but f(y) = d(x, y) 6= 0 if x 6= y.

Stone–Weierstrass Theorem: Let X be compact and let A ⊆ C(X) be an algebra that separates
points. Assume constant functions belong to A. Then A is dense in C(X).

i.e., ∀ε > 0 & ∀f ∈ C(X) ∃g ∈ A such that ‖g − f‖ < ε.

Corollary: Polynomials are dense in C[0, 1].

Separation of points is necessary for A to be dense
If ∃x 6= y such that f(x) = f(y) ∀f ∈ A then if fn ∈ A and fn → g uniformly, we must have g(x) = g(y).
But ∃g ∈ C(X) such that g(x) 6= g(y)

Lemma 1: Suppose B is any algebra ⊆ C(X) containing all constant functions. If f ∈ B, then
|f | ∈ B.
Proof: Let c = ‖f‖ > 0. We know there exists polynomials pn such that pn →

√
x uniformly on [0, 1].

Suppose g ∈ B, 0 ≤ g(x) ≤ 1 ∀x ∈ X.
Then pn ◦ g(x)62) is defined ∀x ∈ X.

If pn(t) = a
(n)
k tk + · · ·+ a

(n)
1 t+ a

(n)
0 then pn ◦ g(x) = a

(n)
k g(x)k + · · ·+ a

(n)
1 g(x) + a

(n)
0

Also f ∈ B so f2

c2 ∈ B and 0 ≤ f2

c2 ≤ 1.

Therefore pn ◦
(
f2

c2

)
∈ B.

Know ∀ε > 0 ∃N such that |pn(t)−
√
t| < ε ∀t ∈ [0, 1] and ∀n ≥ N

So ∀x ∈ X ∣∣∣∣pn(f2(x)

c2

)
︸ ︷︷ ︸

=fn(x)

−
√
f2(x)

c2
63)

∣∣∣∣ < ε

=⇒ ‖fn − |f |c ‖ ≤ ε ∀n ≥ N
fn ∈ B and fn → |f |

c uniformly

Exercise: cfn︸︷︷︸
∈B

→ |f | uniformly =⇒ |f | ∈ B

PMATH 351 Lecture 26: November 16, 2009
61)= f(x− (−u))
62)= pn(g(x))
63)=

|f(x)|
c
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Stone–Weierstrass Theorem
Algebra A: f, g ∈ A =⇒ f + g ∈ A
fg ∈ A
cf ∈ A
A ⊆ C(X,F ), F = R or C separates points
if whenever x 6= y ∈ X
∃f ∈ A such that f(x) 6= f(y)

Let X be compact, metric space and let A ⊆ C(X) be an algebra that separates points. Assume
constant functions belong to A. Then A is dense in C(X).

Lemma 1: Suppose B an algebra ⊆ C(X) that contains the constants. If f ∈ B then |f | ∈ B.
Lemma 2: If f, g ∈ A then max(f, g)64) and min(f, g) ∈ A
Proof: First check A is an algebra.
Let f, g ∈ A, say fn

65) → f , gn
65) → g, fn + gn ∈ A since A is an algebra.

fn + gn → f + g

c65)fn → cf
=⇒

f + g ∈ A
cf ∈ A

By Lemma, |f − g| ∈ A.

max(f, g) = 1
2 (f + g + |f − g|) ∈ A

min(f, g) = 1
2 (f + g + |f − g|) ∈ A

Lemma 3: Given x 6= y ∈ X, a, b ∈ R, there exists f ∈ A such that f(x) = a, f(y) = b
Proof: Since A separates points there exists g ∈ A such that g(x) 6= g(y)

Put f(t66)) = a+ (b− a)

(
g(t)− g(x)67)

g(y)− g(x)︸ ︷︷ ︸
6=0

)

= α1 + α2g(t) ∈ A
f(x) = a, f(y) = b X

Lemma 4: If f ∈ C(X), x0 ∈ X and ε > 0 then there exists g68) ∈ A such that g(x0) = f(x0) and
g(z) ≤ f(z) + ε ∀z ∈ X
Proof: Apply lemma 3 with x = x0, y fixed69) but arbitrary, a = f(x0), b = f(y).
Get hy ∈ A such that hy(x0) = f(x0), hy(y) = f(y).
If y = x0 just take hx0

(t) = f(x0) (constant function)
Look at (hy − f)(y) = 0.
hy − f is continuous so ∃δy > 0 such that |hy(z)− f(z)| < ε if d(y, z) < δy.
Look at balls {B(y, δy) : y ∈ X }: open cover of compact set X, so there is a finite subcover, say

B(y1, δy1), . . . , B(yk, δyk)

Take g = min(hy1 , . . . , hyk) ∈ A by lemma 2.
g(x0) = f(x0) as all hy(x0) = f(x0).
If z ∈ X, then z ∈ B(yj , δyj ) for some j
=⇒ d(yj , z) < δyj
By definition of δyj , this implies hyj (z) < f(z) + ε

64)= h, h(x) = max(f(x), g(x))
65)∈ A
66)∈ X
67)∈ R
68)= g(x0, ε)
69)y 6= x0
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=⇒ g(z) ≤ hyj (z) < f(z) + ε

Lemma 5: If f ∈ C(X) and ε > 0 there exists g ∈ A such that ‖g − f‖ < ε.
Proof: For each x ∈ X by Lemma 4 we get gx ∈ A such that gx(x) = f(x) and

gx(z) ≤ f(z) + ε ∀z ∈ X (2)

Know gx − f(x) = 0 so there exists δx > 0 such that

d(x, z) < δx =⇒ |gx(z)− f(z)| < ε

Balls B(x, δx): x ∈ X open cover of X
Take a finite subcover, say B(x1, δx1

), . . . , B(xL, δxL)
Put g = max(gx1

, . . . , gxL) ∈ A
Take y ∈ X say y ∈ B(xi, δxi)
=⇒ |gxi − f(y)| < ε

f(y)− ε <
(1)
gxi(y) < f(y) + ε

f(y)− ε <
(1)
gxi(y) ≤ g(y) = gxj (y) (some index)

≤ f(y) + ε by (2)

=⇒ |g(y)− f(y)| ≤ ε ∀y ∈ X
=⇒ ‖g − f‖ ≤ ε

Proof of S–W Theorem
Let f ∈ C(X), and ε > 0
By lemma 5 get g ∈ A such that ‖g − f‖ ≤ ε/2.
Get h ∈ A such that ‖g − h‖ ≤ ε/2.
By triangle inequality

‖f − h‖ ≤ ‖f − g‖+ ‖g − h‖
≤ ε

PMATH 351 Lecture 27: November 18, 2009
Complex-Valued Continuous Functions
C metric space
d(z, w) = |z − w|

|z| = |Re z + i Im z| =
√

(Re z)2 + (Im z)2

= ‖(Re z, Im z)‖R2

f : X → C
f is continuous at x means whenever

xn → x︸ ︷︷ ︸
converges in X

then f(xn)→ f(x)︸ ︷︷ ︸
converges in C

f = g + ih
f = Re f + i Im f
Re f(x) = Re(f(x))
g(x) = Re(f(x))
f is continuous iff Re f and Im f are continuous where Re f, Im f : X → R.
f : X → C

f(z) = f(z)

= Re f(z)− i Im f(z)
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f is continuous iff f is continuous

Theorem: (S–W for complex-valued continuous functions)
Let X be a compact metric space and let A be a subalgebra (scalars from C) of

C(X,C) = { f : X → C : f continuous }

which contains all constants (from C), separates points and is closed under conjugation (meaning
f ∈ A =⇒ f ∈ A).
Then A is (uniformly) dense in C(X,C).

Example: X = { z ∈ C : |z| = 1 } z = eiθ, θ ∈ [0, 2π]
f(z) = f(eiθ) = g(θ)A =

{∑N
n=−N anz

n : an ∈ C, N ∈ N
}

trigonometric polynomials

For z ∈ X, z = z−1 = 1
z figure: unit circle in

CIf f70) =
∑N
n=−N anz

n, f(z) =
∑
anz

n =
∑N
n=−N anz

−n ∈ A
So A is an algebra that contains the constants, separates points and is closed under conjugation.
C(X,C) ≈ C([0, 2π],C) and 2π periodic

A =
{∑N

n=−N ane
inθ
}

Let B =
{∑N

n=0 anz
n : an ∈ C, n ∈ N

}
• algebra, contains constants, separates points

• B is not dense: f(z) = 1
z /∈ closure B yet 1

z ∈ C(X,C)

Say f = lim fn, fn ∈ B
f(eiθ) = lim fn(eiθ) uniformly in θ∫ 2π

0

ffn dθ =

∫ 2π

0

eiθ
Nn∑
k=0

a
(n)
k eikθ dθ

f(z) = z

=

Nn∑
k=0

a
(n)
k

∫ 2π

0

ei(k+1)θ dθ = 0

∣∣∣∣∫ 2π

0

ffn −
∫ 2π

0

ff dθ

∣∣∣∣ =

∫ 2π

0

|f(fn − f)|dθ

≤
∫ 2π

0

|f ||fn − f |dθ

≤M
∫ 2π

0

|fn − f |dθ

< Mε · 2π for n sufficiently large

=⇒ 71)

∫ 2π

0

ffn dθ →
∫ 2π

0

|f |2 dθ

=

∫ 2π

0

1 dθ

= 2π

70)∈ A
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• contradiction

Proof of S–W for complex-valued functions

Let AR = {real-valued functions in A}
⊆ C(X)

• contains all real valued constant functions

A-algebra over R
If f ∈ A then f ∈ A =⇒ f + f = 2 Re f ∈ A
=⇒ Re f ∈ A =⇒ Re f ∈ AR
Similarly Im f ∈ A =⇒ Im f ∈ AR.

If x 6= y then there exists f ∈ A such that f(x) 6= f(y)
=⇒ At least one of Re f(x) 6= Re f(y) or Im f(x) 6= Im f(y)
Therefore AR separates points.

By S–W Theorem, AR is dense in C(X)
Let f ∈ C(X,C) and let ε > 0.
Then Re f , Im f ∈ C(X) so there exist g, h ∈ AR such that ‖Re f − g‖ < ε and ‖Im f − h‖ < ε
Also g + ih ∈ A: Calculate ‖f − (g + ih)‖

= ‖Re f + i Im f︸ ︷︷ ︸
=f

−(g + ih)‖ ≤ ‖Re f − g‖+ ‖i(Im f − h)‖ < 2ε

Applications

1. Let f ∈ C(X), f 1–1

Then
{∑N

n=0 anf
n(x) : an ∈ R, n ∈ N

}
is dense in C(X)

2. Suppose f ∈ C[0, 1] and
∫ 1

0
f(x)xn dx = 0 for all n = 0, 1, 2, . . . .

Then f = 0.

Proof:
∫ 1

0
f(x)p(x) dx = 0 for p(x) = polynomial

Know there exists pN → f uniformly for polynomials pN and so
∫ 1

0
f · pN︸ ︷︷ ︸

=0

dx →
∫ 1

0
f · f dx =∫ 1

0
‖f‖2 dx

=⇒ f = 0.
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Applications of S–W Theorem

(1)

∫ 1

0

f(x)xn dx = 0 ∀n = 0, 1, 2, . . .

=⇒ f = 0

Uniqueness Theorem

(2) If f 2π-periodic, continuous function and f̂(j) = 0 = 1
2π

∫ 2π

0
f(x)e−ijx dx ∀j ∈ Z then f ≡ 0.

Proof: Let p(x) =
∑N
n=−N ake

ikx for any trigonometric polynomials

Then 1
2π

∫ 2π

0
f(x)p(x) dx = 0

Take pN → f uniformly.

1

2π

∫ 2π

0

f · pN 72) → 1

2π

∫ 2π

0

f · f =
1

2π

∫ 2π

0

|f |2 =⇒ f = 0

71)= 0
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(3) C([0, 1]× [0, 1])

Take A =

{ N∑
i=1

fi(x)gi(y) : fi, gi : [0, 1]→ R, continuous

}
• algebra

• contains constants

• separates points

By S–W, A is dense in C([0, 1]× [0, 1])

HW (4) C[a, b] is separable, i.e., countable dense set

(5) Proposition: Let X be compact and suppose A ⊆ C(X) is a subalgebra that separates points,
but A 6= C(X).
Then there exists x0 ∈ X such that f(x0) = 0 ∀f ∈ A.
Proof: Suppose not. Then ∀x ∈ X ∃fx ∈ A such that fx(x) 6= 0. By multiplying by a suitable
scalar, without loss of generality fx(x) = 2. By continuity there exists δx > 0 such that if
y ∈ B(x, δx) then fx(y) ≥ 1.
X is compact so take a finite subcover, say

B(x1, δx1
), . . . , B(xκ, δxκ)

Put f(y) =

κ∑
i=1

f2xi(y) ∈ A

If y ∈ X, then there exists i such that y ∈ B(xi, δxi)
=⇒ f2xi(y) ≥ 1
=⇒ f(y) ≥ f2xi(y) ≥ 1 =⇒ 1

f ∈ C(X)

Consider A+ R ≡ { g + λ : g ∈ A, λ ∈ R } ⊆ C(X)

A+ R is an algebra: Take g1 + λ1, g2 + λ2

(g1 + λ1)(g2 + λ2) = g1g2 + λ2g1 + λ1g2︸ ︷︷ ︸
∈A

+λ1λ2︸︷︷︸
∈R

Contains constants because g = 0 ∈ A
A+ R separates points since A separates points
By S–W Theorem A+ R is dense in C(X).
So there exists gn + λn → 1

f uniformly where gn ∈ A, λn ∈ R

|f(y) · gn(y) + f(y)λn − 1| = |f(y)|
∣∣∣gn(y) + λn −

1

f(y)

∣∣∣
≤ ‖f‖∞

∣∣∣gn(y) + λn −
1

f(y)

∣∣∣
→ 0 uniformly

Hence fgn + λnf︸ ︷︷ ︸
∈A

→ 1 uniformly

=⇒ 1 ∈ A
So A is a subalgebra of C(X) that contains constants and separates points.
By S–W: A is dense in C(X). But A is closed, therefore A = C(X): contradiction.

Remark: Evaluation map φx0 : C(X)→ R, f 7→ f(x0) [optional]

φx0
linear, multiplicative, continuous onto R

kerφx0
= { f : f(x0) = 0 } = φ−1x0

{0}
72)= 0
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• closed set

• ideal

• proper ideal

C(X)/ kerφx0
∼= R =⇒ maximal ideal

Theorem: { kerφx0 : x0 ∈ X }: all the maximal ideals in C(X)
Previous proposition says A ⊆ kerφx0

Suppose B algebra with no x0 ∈ X such that f(x0) = 0 ∀f ∈ B
Apply previous argument to B we see there exists f ∈ B such that f(y) ≥ 1 ∀y
=⇒ 1

f ∈ C(X) =⇒ B is not contained in any proper ideal

• Banach algebra.
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Baire Category Theory
Definition: A ⊆ X is called nowhere dense if intA = ∅.
e.g., Z in R: nowhere dense
Q in R: fails to be nowhere dense
A is nowhere dense if and only if A is nowhere dense
A is called first category if A =

⋃∞
n=1An where each An is nowhere dense.

e.g., Q =
⋃∞
n=1{rn}: first category

A is called second category otherwise.
If A is nowhere dense then AC is dense.
Why? A set is dense if and only if it intersects every non-empty open set.
Suppose AC is not dense. Then there exists U open, 6= ∅ such that U ∩AC = ∅
=⇒ U ⊆ A =⇒ intA 6= ∅: contradiction.
Proposition: A closed and nowhere dense ⇐⇒ AC is open and dense
Proof: =⇒: X
⇐=: Suppose intA73) = ∅. Hence intA ∩AC = ∅: contradicts AC dense.
Proposition: X is second category if and only if the intersection of every countable family of dense
open sets in X is non-empty.
Proof: (=⇒) Let Gj , j = 1, 2, . . . be open and dense.
Then GC

j are closed and nowhere dense.

Since X is 2nd category X 6=
⋃∞

1 GC
j =⇒

(∞⋃
1

GC
j

)C

︸ ︷︷ ︸
=
⋂∞
j=1Gj

6= ∅.

(⇐=) Suppose X is not 2nd category.
Then X =

⋃∞
1 Fj where Fj are closed and nowhere dense.(∞⋃

1

Fj

)C

= ∅ =

∞⋂
j=1

FC
j︸︷︷︸

open & dense

Baire Category Theorem
A complete metric space is second category.
Proof: Let {An}∞n=1 be open and dense
Show

⋂∞
n=1An 6= ∅

Let x1 ∈ A1 and let U1 be an open ball74) containing x1, U1 ⊆ A1.
A2 is dense so there exists x2 ∈ A2 ∩ U1︸ ︷︷ ︸

open

.

73)= A
74)= B(x1, r1)
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Since A2 ∩ U1 is open there exists an open set U2 3 x2, U2 ⊆ A2 ∩ U1
75) and diamU2 ≤ 1

2 diamU1 and

U2 ⊆ U1

(B(x2, r) ⊆ B(x1, r1) =⇒ B(x2,
r
2 ) ⊆ B(x2, r) ⊆ B(x1, r1))

Proceed inductively to get open sets Un 3 xn, Un ⊆
⋂n

1 Aj , Un ⊆ Un−1, diamUn ≤ 1
2 diamUn−1 (so

diamUn → 0)
Claim {xn}∞1 is a Cauchy sequence.
Let ε > 0. Pick N such that diamUN < ε.
If n,m ≥ N then xn, xm ∈ UN (as Ujs are nested)
=⇒ d(xn, xm) ≤ diamUN < ε.
Since the space is complete, xn → x.
Notice xn ∈ UN for all n ≥ N =⇒ x ∈ UN ⊆ UN−1 ⊆

⋂N−1
1 Aj

This is true for all N =⇒ x ∈
⋂∞

1 Aj =⇒
⋂∞

1 Aj 6= ∅ =⇒ X is second category.
Corollary: R is uncountable
Proof: R is second category.
Corollary: A non-empty perfect set E in a complete metric space is uncountable.
Proof: Say E =

⋃∞
n=1{rn}. E being a closed subset of a complete metric space is complete. Therefore

E is second category. This implies {rn} is open for some n.
So there exists ε > 0 such that B(rn, ε) = {rn}
But rn is an accumulation point of E =⇒ B(rn, ε) ∩B(E \ {rn}) 6= ∅

• contradiction

Proposition: The set E of functions in C[0, 1] which have a derivative at (even) one point of (0, 1) is
first category.
Corollary: The set of nowhere differentiable continuous functions is second category.
Proof: (exercise) Union of two first category sets is first category.
Proof of proposition:

Put En =

{
f ∈ C[0, 1] : ∃x ∈ [0, 1− 1

n ] such that ∀h ∈ (0, 1
n ],
|f(x+ h)− f(x)|

h
≤ n

}
.

If f is differentiable at x0 ∈ (0, 1) then there exists n1 such that x0 ∈ [0, 1− 1
n1

] and there exists n2
such that if 0 < h ≤ 1

n2
then ∣∣∣∣f(x+ h)− f(x)

h

∣∣∣∣ ≤ |f ′(x0)|+ 1

≤ n3

Take n = max(n1, n2, n3) =⇒ f ∈ En
Shown E ⊆

⋃∞
n=1En
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Proposition: The set of functions E ⊆ C[0, 1] which have a derivative at one point of (0, 1) is first
category.
Proof:

Put En =

{
f ∈ C[0, 1] : ∃x ∈ [0, 1− 1/n] such that ∀h ∈ (0, 1/n],

|f(x+ h)− f(x)|
h

≤ n
}

Show

(1) E ⊆
⋃∞
n=1En

(2) En closed

75)⊆ A2 ∩A1
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(3) En have empty intersection

Then E
(1)
=

∞⋃
n=1

(En ∩ E)

En ∩ E ⊆ En
(2)
= En

int(En ∩ E) ⊆ intEn
(3)
= ∅

=⇒ En ∩ E are nowhere dense
E is first category
Step 1: Let f ∈ E, say f ′(x0) exists for x0 ∈ (0, 1)
Then there exists n1 such that x ∈ [0, 1− 1/n1]

There exists n2 such that |h| < 1/n2 then
∣∣ f(x0+h)−f(x0)

h − f ′(x0)
∣∣ ≤ 1

=⇒ |f(x0 + h)− f(x0)|
h

≤ 1 + f ′(x0) ∀ 0 < h ≤ 1/n2

≤ n3

Put n = max(n1, n2, n3) =⇒ f ∈ En
=⇒ E ⊆

⋃∞
n=1En

(3) Let f ∈ En and let ε > 0
Show there exists g ∈ C[0, 1] such that g ∈ B(f, ε), i.e., ‖g − f‖ < ε, but g /∈ En.
i.e., for all x ∈ [0, 1− 1/n], there exists h ∈ (0, 1/n] such that∣∣∣∣g(x+ h)− g(x)

h

∣∣∣∣ > n

Get polynomial P such that ‖f − P‖ < ε/2 (by S–W)
Let M > supx∈[0,1]|P ′(x)| (can do as P ′ ∈ C[0, 1])
Let Q be continuous piecewise linear with slope ±(M + n+ 1) and 0 ≤ Q ≤ ε/2 figure: periodic

sawtooth between 0
and 1; peak of ε/2

Put g = P +Q ∈ C[0, 1]

‖g − f‖ = ‖P +Q− f‖ ≤ ‖P − f‖+ ‖Q‖
< ε/2 + ε/2 = ε

|g(x+ h)− g(x)|
h

=
|P (x+ h)− P (x) +Q(x+ h)−Q(x)|

h

≥ |Q(x+ h)−Q(x)|
h

− |P (x+ h)− P (x)|
h

≥M + n+ 1−M (for small h)

= n+ 1 > n

=⇒ g /∈ En
(2) Prove En is closed.

Suppose fm ∈ En and fm → f (uniformly)
Need to prove f ∈ En.
For each m, there exists xm ∈ [0, 1− 1/n] such that for all h ∈ (0, 1/n]

|fm(xm + h)− fm(xm)|
h

≤ n (3)

By B–W there exists xmj → x0 ∈ [0, 1− 1/n]
By relabeling, if necessary, (and throwing away functions not in the subsequent fmj ) we can
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assume xm → x0.
Fix h ∈ (0, 1/n]. Fix ε > 0.
Pick M1 such that ‖fm − f‖ < εh

4 for all m ≥M1 (2)
f is uniformly continuous. There exists δ > 0 such that |x− y| < δ
=⇒ |f(x)− f(y)| < εh

4 (1)
Pick M2 such that |xm − x0| < δ if m ≥M2 and then let M = max(M1,M2)

|x0 +h− (xM +h)| =
|x0 − xM | < δ

|f(x0 + h)− f(x0)|
h

≤ |f(x0 + h)− f(xM + h)|
h

+
|f(xM + h)− fM (xM + h)|

h

+
|fM (xM + h)− fM (xM )|

h
+
|fM (xM )− f(xM )|

h
+
|f(xM )− f(x0)|

h

<
εh/4

h
76) +

‖f − fM‖
h

77) + n78) + ‖fM − f‖79) +
ε�h/4

�h
80)

< ε/4 +
ε�h/4

�h
+ n+ ε/4 + ε/4

= n+ ε

True for all ε > 0, therefore |f(x0+h)−f(x0)|
h ≤ n for all h ∈ (0, 1/n]

=⇒ f ∈ En. Therefore En is closed.

Banach Contraction Mapping Principle
Let X be a complete metric space and let T : X → X be a contraction i.e., exists r < 1 such that
d(T (x), T (y)) ≤ rd(x, y) for all x, y ∈ X
Then T is continuous and has a unique fixed point i.e., point x such that T (x) = x.
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Banach Contraction Mapping Principle
T : X → X is a contraction if there exists r < 1 such that d(T (x), T (y)) ≤ rd(x, y) for all x, y ∈ X

Theorem: If X is a complete metric space and T : X → X is a contraction, then T is a continuous
map and has a unique fixed point, i.e., there exists x ∈ X such that T (x) = x.
Proof: In fact a contraction is uniformly continuous.
Given ε > 0 take δ = ε/r and then d(x, y) < δ
=⇒ d(T (x), T (y)) ≤ r · d = ε

Take x0 ∈ X. Look at T (x0), T (T (x0)) = T 2(x0)
. . .
Let x1 = T (x0), xn+1 = T (xn) = T 2(xn−1) = · · · = Tn+1(x0)
First check {xn}∞1 is a Cauchy sequence.
Start by looking at d(xn, xn+1) = d(T (xn−1), T (xn))

≤ rd(xn−1, xn) = rd(T (xn−2), T (xn−1)) ≤ r2d(xn−2, xn−1) = · · · = rnd(x0, x1)

Assume m > n. Say m = n+ k.

d(xn, xm) ≤ d(xn, xn+1) + d(xn+1, xn+2) + · · ·+ d(xn+k−1, xn+k)

≤ rnd(x0, x1) + rn+1d(x0, x1) + · · ·+ rn+k−1d(x0, x1)

= d(x0, x1)(rn + rn+1 + · · ·+ rn+k−1)

≤ d(x0, x1)

∞∑
n

rj → 0 as n→∞

76)by (1)
77)(2)
78)by (3)
79)(2)
80)by (1)
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Hence {xn} is Cauchy
As X is complete there exists y ∈ X such that xn → y

By continuity T (xn)→ T (y)

=

xn+1 → y

Therefore T (y) = y. So y is a fixed point of T .
Suppose z was also a fixed point of T

d(z, y) = d(T (z), T (y)) ≤ rd(z, y)

Since r < 1 =⇒ d(z, y) = 0, i.e., z = y

Application to Solving an Integral Equation
Suppose k(x, y) : [0, 1]× [0, 1]→ R, continuous
Consider the equation

f(x) = A+

∫ x

0

k(x, y)f(y) dy. (∗)

Find continuous f which satisfies this.
e.g., k = 1, A = 1, f(x) = 1 +

∫ x
0
f(y) dy

g(x) =

∫ x

0

f(y) dy is differentiable =⇒ f is differentiable

g′(x) = f(x) by Fundamental Theorem of Calculus
=⇒ f ′(x) = 0 + f(x) =⇒ f(x) = cex

Furthermore f(0) = 1 +
∫ 0

0
f(y) = 1 =⇒ c = 1, f(x) = ex

Theorem: If supx∈[0,1]
∫ 1

0
|k(x, y)|dy = λ < 1 then (∗) has a unique solution.

Proof: Define T : C[0, 1]→ C[0, 1] by T (f)(x) = A+
∫ x
0
k(x, y)f(y) dy.

We want a fixed point for T .
Verify T (f)(x) ∈ C[0, 1]. figure: 0 < z < x

Without loss of generality x > z

|Tf(x)− Tf(z)| =
∣∣∣∣∫ x

0

k(x, y)f(y) dy −
∫ z

0

k(z, y)f(y) dy

∣∣∣∣
≤
∣∣∣∣∫ z

0

(k(x, y)− k(z, y))f(y) dy

∣∣∣∣+

∣∣∣∣∫ x

z

k(x, y)f(y) dy

∣∣∣∣
≤
∫ z

0

|k(x, y)− k(z, y)|︸ ︷︷ ︸
(1)

|f(y)|dy +

∫ x

z

|k(x, y)|︸ ︷︷ ︸
(2)

|f(y)|dy

k is uniformly continuous. Given ε > 0 get δ, i.e., ‖(x, y)− (z, y)‖ < δ =⇒ |k(x, y)− k(z, y)| < ε.
f is bounded, say ‖f‖ < M .

Let |x− z| <���
��: δ

min(δ, ε).
Then ‖(x, y)− (z, y)‖ = |x− z| < δ
=⇒ |k(x, y)− k(z, y)| < ε.
=⇒ (1) ≤

∫ z
0
ε ·M dy = zεM ≤ εM

(2): Also ‖k‖ ≤M ′ =⇒ (2) ≤
∫ x
z
M ′M dy = |x− z|M ′M < δM ′M ≤ εM ′M .

|Tf(x)− Tf(z)| ≤ (1) + (2) ≤ εM + εM ′M = ε(constant)

=⇒ Tf(x) is continuous
C[0, 1] is a complete metric space.
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Verify T is a contraction.

d(Tf, Tg) = ‖Tf − Tg‖
= sup
x∈[0,1]

|Tf(x)− Tg(x)|

|Tf(x)− Tg(x)| =
∣∣∣∣∫ x

0

k(x, y)f(y) dy −
∫ x

0

k(x, y)g(y) dy

∣∣∣∣
≤
∣∣∣∣∫ x

0

k(x, y)(f(y)− g(y)) dy

∣∣∣∣
≤
∫ x

0

|k(x, y)||f(y)− g(y)|dy

≤ ‖f − g‖
∫ 1

0

|k(x, y)|dy

≤ λ81)‖f − g‖ = λd(f, g)

Therefore ‖Tf − Tg‖ ≤ λ‖f − g‖
Thus T is a contraction and therefore the integral equation has a unique solution in C[0, 1] by Banach
Contraction Mapping Principle.
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Example: T : [1,∞)→ [1,∞)

T (x) = x+ 1/x

|T (x)− T (y)| = |x− y − 1
y + 1

x |

= |x− y − x−y
xy |

= |x− y||1− 1
xy |

< |x− y|

But T (x) 6= x so no fixed point.

Picard’s Theorem
Terminology: Say Φ : [a, b]× R→ R is Lipschitz in y-variable if there exists a constant L such that

|Φ(x, y)− Φ(x, z)| ≤ L|y − z| ∀x ∈ [a, b] & ∀y, z ∈ R

Global Picard Theorem
Suppose Φ : [a, b]× R→ R is continuous and Lipschitz in y-variable. Then the differential equation

F ′(x) = Φ(x, F (x)), F (a) = c

has a unique solution.
Proof: Define T : C[a, b]→ C[a, b]

by TF (x) = c+

∫ x

a

Φ(t, F (t)) dt.

If F ∈ C[a, b] then G(t) = Φ(t, F (t)) is continuous.
By the Fundamental Theorem of Calculus TF (x) is differentiable, so TF ∈ C[a, b] as claimed.
(TF )′(x) = Φ(x, F (x)) by Fundamental Theorem of Calculus.
Suppose F is a fixed point of T .

TF (x) = F (x)

F ′(x) = (TF )′(x) = Φ(x, F (x)) and TF (a)82) = F (a)

81)contraction factor
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Thus F satisfies the initial value differential equation.
Conversely, if F ′(x) = Φ(x, F (x)) and F (a) = c then (TF )′(x) = F ′(x) ∀x ∈ [a, b]

=⇒ TF (x) = F (x) + constant

=⇒ TF (a)82) = F (a)82) + constant

so constant = 0 =⇒ TF (x) = F (x) so F is a fixed point of T .
Can’t call on BCMP directly, because T might not be a contraction. But we use same method of proof.
Start with F0(x) = c. Put Fk+1(x) = TFk(x).
Let L be the Lipschitz factor of Φ
Let M = maxa≤x≤b|Φ(x, c)|

|F1(x)− F0(x)| = |Tc(x)− c|

=

∣∣∣∣c+

∫ x

a

Φ(t, c) dt− c
∣∣∣∣

≤
∫ x

a

|Φ(t, c)|dt ≤M(x− a)

Inductively, we assume |Fk(x)− Fk−1(x)| ≤ Lk−1M(x−a)k
k! ∀x ∈ [a, b]

Then |Fk+1(x)− Fk(x)| = |T (Fk)(x)− T (Fk−1)(x)|

=

∣∣∣∣c+

∫ x

a

Φ(t, Fk(t)) dt−
(
c+

∫ x

a

Φ(t, Fk−1(t)) dt
)∣∣∣∣

≤
∫ x

a

|Φ(t, Fk(t))− Φ(t, Fk−1(t))|dt

≤
∫ x

a

L|Fk(t)− Fk−1(t)|dt by Lipschitz property

≤
∫ x

a

L
Lk−1M(t− a)k

k!
dt (by inductive assumption)

=
LkM

k!
· (t− a)k+1

k + 1

∣∣∣∣x
a

=
LkM(x− a)k+1

(k + 1)!

That completes the inductive step.
Next, verify {Fn} is uniformly Cauchy.
Fix x ∈ [a, b] temporarily.

|Fn(x)− Fm(x)| ≤ |Fn(x)− Fn+1(x)|+ |Fn+1(x)− Fn+2(x)|+ · · ·+ |Fm−1(x)− Fm(x)|

≤ LnM

(n+ 1)!
(x− a)n+1 + · · ·+ Lm−1M

m!
(x− a)m

≤ M

L

∞∑
j=n+1

(L(x− a))j

j!
≤ M

L

∞∑
j=n+1

(L(b− a))j

j!︸ ︷︷ ︸
Tail of convergent series83) so < ε if n ≥ N

Therefore {Fn} is a Cauchy sequence in C[a, b] so Fn → F uniformly.

82)= c
83)
(
exp(L(b− a)) =

∑∞
0

(L(b−a))j
j!

)
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Need to prove T is a continuous function

|TF (x)− TG(x)| ≤
∣∣∣∣∫ x

a

|Φ(t, F (t))− Φ(t, G(t))|dt
∣∣∣∣

≤
∫ x

a

L|F (t)−G(t)|dt

≤ L‖F −G‖
∫ x

a

dt

≤ L(b− a)‖F −G‖

So ‖TF − TG‖ ≤ L(b− a)‖F −G‖
=⇒ T is continuous.
T (Fn)84) → T (F ) by continuity of T
Therefore TF = F .
So F solves the initial-value differential equation.
Suppose G is another solution to differential equation.
Then also TG = G.

‖F −G‖ = ‖TF − TG‖ = ‖T kF − T kG‖

≤ ‖F −G‖ (L(b− a))k

k!︸ ︷︷ ︸
→0 as k→∞

(by similar arguments)

=⇒ ‖F −G‖ = 0 =⇒ F = G

Actually valid for Φ : [a, b]× Rn → Rn.
Example:

y′′ + y +
√
y2 + (y′)2 = 0

y(0) = a0, y′(0) = a1

Let Y = (y0, y1)
Define Φ(x, y0, y1)85) = (y1,−y0 −

√
y20 + y21) = (y1,−y0 − ‖Y ‖)

Y ′86) = Φ(x, Y ) =
(
y1,−y0 −

√
y20 + y21

)
=⇒ y′0 = y1

y′′0 = y′′1 = −y0 −
√
y20 + y21 = −y0 −

√
y20 + (y′0)2

y′′0 + y0 +
√
y20 + (y′0)2 = 0
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Global Picard Theorem
Φ : [a, b]× R→ R, continuous and Lipschitz in y variable. Then the differential equation

F ′(x) = Φ(x, F (x)), F (a) = c

has a unique solution.
Example: y′′ + y +

√
y2 + (y′)2 = 0, y(0) = a0, y′(0) = a1

Let Y = (y0, y1), and
Φ(x, Y ) = (y1,−y0 − ‖Y ‖) (∗)

Y (0) = (a0, a1)
Y ′ = (y′0, y

′
1)

84)Fn+1 → F
85)= Φ(x, Y ), Φ : [0, 1]× R2 → R2

86)= (y′0, y
′
1)
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• Saw if Y = (y0, y1) solves (∗), then y0 solves the initial differential equation, and y1 = y′0.

Check if Φ is Lipschitz in Y -variable.

‖Φ(x, Y )− Φ(x, Z)‖ =
∥∥(y1,−y0 − ‖Y ‖)− (z1,−z0 − ‖Z‖)

∥∥
=
∥∥(y1 − z1,−y0 + z0 − ‖Y ‖+ ‖Z‖)

∥∥
=
∥∥(y1 − z1,−y0 + z0) + (0,−‖Y ‖+ ‖Z‖)

∥∥
≤
∥∥(y1 − z1,−y0 + z0)

∥∥+
∥∥(0,−‖Y ‖+ ‖Z‖)

∥∥
=
∥∥(y1 − z1, y0 − z0)

∥∥+
∣∣‖Z‖ − ‖Y ‖∣∣

≤ ‖Y − Z‖+ ‖Z − Y ‖
= 2‖Y − Z‖

So Φ is Lipschitz in Y -variable.
By Global Picard Theorem, there exists a unique solution to the differential equation.

Reminder: In proof of Picard Theorem, Lipschitz condition was used here:

‖Fk+1(x)− Fk(x)‖ =

∥∥∥∥∫ x

a

Φ(t, Fk(t))− Φ(t, Fk−1(t)) dt

∥∥∥∥
Local Picard Theorem
Suppose Φ : [a, b]× [c− ε, c+ ε]→ R is continuous, and satisfies a Lipschitz condition in y ∈ [c− ε, c+ ε].
Then the differential equation

F ′(x) = Φ(x, F (x)), F (a) = c

has a unique solution for x ∈ [a, a+ h], where a+ h = min(b, a+ ε
‖Φ‖ ).

Proof: Just check that the iterates Fk(x) stay in [c− ε, c+ ε], for all x ∈ [a, a+ h], so we can use the
Lipschitz property in exactly the same way as in the proof of the global theorem.
Check: F0(x) = c ∈ [c− ε, c+ ε]

|Fk+1(x)− c| =
∣∣∣∣c+

∫ x

a

Φ(t, Fk(t)) dt− c
∣∣∣∣

≤
∫ x

u

|Φ(t, Fk(t))|dt

≤ ‖Φ‖
∫ x

a

dt

= ‖Φ‖(x− a)

≤ h‖Φ‖

≤ ε

‖Φ‖
‖Φ‖

=⇒ Fk+1(x) ∈ [c− ε, c+ ε], ∀x ∈ [a, a+ h].

Continuation Theorem
Suppose Φ : [a, b] × R → R is Lipschitz in y-variable on each compact set [a, b] × [−N,N ], for all N ,
then the differential equation F ′(x) = Φ(x, F (x)), F (a) = c
either has a unique solution on [a, b]
or there exists z ∈ (a, b) such that the differential equation has a unique solution on [a, z), and
limx→z− |F (x)| = +∞.
Example: y′ = y2, y(0) = 1, for x ∈ [0, 2]
Φ(x, y) = y2: have Lipschitz condition on every compact set
Solution (by separation of variables) is y = 1

1−x : get blow up at 1.
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Metric Completion
Definition: Let (X, dX) be a metric space.
By a completion of (X, dX) we mean a complete metric space (Y, dY ) and a map T : X → Y such that
dY (T (x1), T (x2)) = dX(x1, x2) and T (X) is dense in Y .

e.g.,

(1) Q ⊆ R T = Identity map

(2) If X ⊆ X0 complete metric space
Take Id: X → X to see X is completion of X

Theorem: Every metric space (X, dX) has a completion
Proof: Fix x0 ∈ X. Define a family of functions

fx : X → R by fx(z) = dX(x, z)− dX(x0, z), ∀x ∈ X.

e.g., fx0
(z) = 0 ∀z ∈ X.

Note:

d(x, y1)− d(x, y2) ≤ d(x, y2) + d(y2, y1)− d(x, y2)

= d(y2, y1)

=⇒ |d(x, y1)− d(x, y2)| ≤ d(y1, y2)

So |fx(z1)− fx(z2)| = |d(x, z1)− d(x0, z1)− d(x, z2)87) + d(x0, z2)88)|
≤ |d(x, z1)− d(x, z2)|+ |d(x0, z1)− d(x0, z2)| ≤ 2d(z1, z2)

Thus fx is (uniformly) continuous.

Look at |fx1(y)− fx2(y)| = |d(x1, y)− d(x2, y)|
≤ d(x1, x2) ∀y ∈ X

=⇒ ‖fx1 − fx2‖ = sup
y∈X
|fx1(y)− fx2(y)| ≤ d(x1, x2)

But |fx1(x2)− fx2(x2)| = |d(x1, x2)− d(x2, x2)89)|
= d(x1, x2)

Therefore ‖fx1
− fx2

‖ = d(x1, x2)

In particular, ‖fx1
‖ = ‖fx1

− fx0
89)‖ = d(x1, x0) <∞ so fx1

is bounded for any x1 ∈ X.
i.e., fx ∈ Cb(X) ← complete metric space

Consider the map T : X → Cb(X)

x 7→ fx

dCb(X)(T (x1)90), T (x2)91)) = ‖fx1
− fx2

‖ = dX(x1, x2)

Put Y = T (X). Y is complete, being a closed subset of a complete metric space. Y is the completion
of X.

87)arrow from first term
88)arrow from second term
89)= 0
90)= fx1
91)= fx2

57


